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Abstract

The use of plasma as an innovative solution to enhance combustion has
been the focus of intense research for the past two decades. Plasma-Assisted
Ignition and Combustion (PAI/PAC) has emerged as a potential solution for
numerous industrial applications. This Foundation paper consists of two parts.
Part 1 introduces the context and is followed by a brief summary of the re-
views done over the last two decades to show the continued relevance of the
topic. We then focus on the fundamentals of combustion and introduce the
main concepts of the field. In particular, we discuss combustion kinetics, flame
propagation modes, and numerical modeling. Following this, a more in-depth
description of plasma physics, specifically non-equilibrium plasma, is provided.
As in the previous section, the main concepts are highlighted and defined. We
discuss electron energy distribution functions, electron-impact cross-sections,
and reaction rates, with a focus on dissociation and fast gas heating which
are of particular relevance in the field of plasma-assisted combustion. Finally,
elements of numerical modeling are provided. Part 2 of the article will describe
the topic of plasma-assisted combustion from the description of fundamental
mechanisms to novel combustion systems of importance for the energy transi-
tion.
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1 Introduction: plasma-assisted combustion

The challenges associated with climate change are bringing a strong impetus to
change the current energy production methods, which today are based for more than
80% on the combustion of fossil resources. The combustion of fossil fuels not only
produces most anthropogenic CO2 emissions [1] [2] but also generates pollutants,
such as nitrogen oxides (NOx), sulfur oxides (SOx), unburned hydrocarbons (HC),
particulates, and soot. These pollutants impact air quality and contribute both
directly and indirectly to global warming mechanisms and acid rain. Ambitious
recommendations have been set to reduce CO2 and pollutant emissions in all sectors
including transportation, energy turbines, industrial plants, and heating. As an
example, Europe has recommended drastic measures for aviation with the 2050 goal
to reduce CO2 emissions by 75% and NOx emissions by 90% relative to 2010 levels [1].

Although electrification will help alleviate CO2 emissions, it is unlikely to entirely
replace combustion for aircraft engines and other forms of long-haul transport, such
as maritime transport [3], heating, or industrial furnaces. New strategies are cur-
rently being pursued to enable CO2–free combustion with hydrogen or ammonia, or
CO2–neutral combustion with biofuels or sustainably produced hydrocarbons. How-
ever the combustion of these new fuels faces similar challenges as traditional fuels
regarding the control of instabilities and the reduction of pollutants.

The use of plasma as an innovative solution to enhance combustion has been the
focus of intense research for the past two decades. Plasma-Assisted Ignition and
Combustion (PAI/PAC) has emerged as a potential solution to extend the ignition
limits, to shift the lean blow-off limit, and to control combustion instabilities, thus
helping reach the full potential of these novel systems. In a set of recent invited
roadmaps [4–6], PAC topics were identified among about 20 key themes of mod-
ern plasma physics, further confirming growing interest for them in the community.
Several review papers are available in the field.

The first review, published in 2006 by Starikovskaia [7], presents a summary of
theoretical/experimental studies of nonequilibrium plasma applications for combus-
tion. The main highlighted themes are ignition and combustion enhancement, as
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well as comparisons of the efficiencies of thermal and nonequilibrium plasmas for
ignition.

The same year, a special issue of IEEE Transactions on Plasma Science edited by
Matveev and Rosocha [8] collected 10 papers discussing nonequilibrium plasma ap-
plications to combustion, particularly for enhancing combustion stability, efficiency,
and reducing undesirable emissions.

A review by Adamovich et al. [9], published in 2009, analyzes non-thermal and
thermal effects in plasma-assisted ignition and high-speed flow control. The re-
view focuses on ignition enhancement by nanosecond repetitive dielectric barrier
discharges (DBD) at low pressure.

The Handbook of Combustion, published in 2010, contains two chapters devoted
to the interactions between low-temperature plasma and combustion. The first chap-
ter by Starikovskaia et al. [10] gives a brief review of experimental data and theo-
retical approaches and the second chapter by Vincent-Randonnier [11] reviews avail-
able diagnostic tools to measure combustion enhancement and flame stabilization by
plasma.

A series of review papers in 2011 and 2013 by Starikovskii et al. [12, 13] present
experimental results obtained in different conditions, from supersonic flows to qui-
escent gases. A detailed analysis of the action of plasma on combustible mixtures is
given. The authors discuss the evolution of the electron energy distribution function,
or EEDF, and the associated energy branching in plasma. The hierarchy of energy
relaxation is traced with examples taken from the literature. These reviews cover
various aspects of plasma action on flames, distinguishing natural chemi-ionization
within the flame from plasma-induced effects such as flow turbulization and the gen-
eration of radicals ahead of the flame front.

A 2014 topical review by Starikovskaia [14] considers ignition and combustion
triggered or sustained by pulsed nanosecond discharges in different geometries. The
benefits of pulsed high-voltage discharges for kinetic studies and for applications
are demonstrated. The necessity and the possibilities to build a particular kinetic
mechanism of plasma–assisted ignition and combustion are discussed. A map of
pressure and temperature parameters (P − T diagram) is proposed to unify the
available data on ignition delay times, ignition lengths and densities of intermediate
species reported in the literature.

A special issue of Philosophical Transactions of the Royal Society dedicated to
the physics and chemistry of plasma-assisted combustion, edited by Starikovskii [15],
was published in 2015. The issue contains 13 original papers on fast combustion
waves, nitric oxides formation, ozone additions, and kinetic mechanisms.

A 2015 review by Ju et al. [16] discusses advances in understanding non-thermal
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and thermal effects, kinetic pathways of atomic oxygen production, diagnostics of
electronically and vibrationally excited species, plasma-combustion kinetics of sub-
explosion limit ignition, plasma-assisted low temperature combustion, transitions of
the classical ignition S-curve, and dynamics of the minimum ignition energy.

A 2016 topical review by Leonov et al. [17] presents an overview of experimental
and modeling studies of near-surface discharges and their interaction with the air
flow. Nonequilibrium energy partition and unsteady temporal behaviour significantly
affect the flow even at a moderate Specific Energy Input (SEI). This is critical not
only for plasma flow-control applications but also for plasma-assisted combustion in
high-speed flows.

A 2017 review by Alrashidi et al. [18] classifies the ideas of plasma-assisted com-
bustion in terms of applications to different types of engines. The authors provide
summary tables with extensive information about different discharges, their param-
eters, method of diagnostics and approaches. They also discuss the efficiency of
nonequilibrium plasmas for different types of engines.

A 2021 review by Starikovskaia et al. [19] describes theoretical problems related
to kinetic modeling of plasma-assisted combustion, discusses the role of excited elec-
tronic states in enhancing reaction rates, and presents high pressure experiments for
plasma-assisted combustion and experiments on plasma-assisted detonation.

A 2022 review by Laux [20] discusses flame stabilization and ignition by nanosec-
ond repetitively pulsed discharges. The same year, a review by Popov et al [21]
describes fast gas heating (FGH), which is the abrupt increase of gas temperature
in nonequilibrium low-temperature plasmas due to relaxation of electronically ex-
cited states of atoms/molecules and charged species. Although the review mainly
considers non-combustible gases and mixtures, a few experimental and theoretical
studies of the fast gas heating in hydrogen- and hydrocarbon-containing mixtures
are discussed and it is shown that the results in chemically inert mixtures can be
transferred to combustible mixtures.

In 2023, a book chapter by Ju et al. [22] discusses progress in understanding the
mechanisms and applications of plasma-assisted hydrogen combustion. The chem-
istry and dynamics of plasma-assisted hydrogen combustion are analyzed, and its
applications in advanced engines are presented. The same year, a paper by La-
coste [23] reviews progress in plasma-assisted combustion with a special focus on
flame dynamics including coupling between flames and acoustic waves.

The 2025 book of Ju and Starikovskii on Plasma Assisted Combustion and Chem-
ical Processing [24] provides an introduction to the opportunities of plasma-assisted
combustion and chemical processing for green energy conversion using renewable
electricity. Covering the fundamentals of combustion and plasma physics and chem-
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istry, it details the mechanisms and technologies of plasma-enhanced combustion,
chemical processing, materials manufacturing and recycling, and pollutant control.

The authors hope the above, albeit brief, descriptions of reviews will be helpful
to specialists and newcomers alike in the field to guide their selection of reading
in the field of plasma-assisted combustion. The work undertaken in this tutorial
review aims not to replace but to feed the wealth of reviews available in the field,
with perhaps a stronger emphasis on the fundamentals so that plasma and com-
bustion physicists may have an easier time understanding one-another. The review
is written as a two-part article. The present article, corresponding to Part 1, is
structured as follows. Section 2 introduces the fundamentals of combustion and
combustion chemistry. Section 3 provides a more in-depth definition of the concept
of "low-temperature nonequilibrium plasma", as well as an explanation of the role of
electrons in chemical transformations occurring in such plasmas, in particular in the
dissociation of molecules by electron impact. Part 2 of the article [25] describes the
fundamental mechanisms and the applications of plasma-assisted combustion, both
in laboratory experiments and in large-scale facilities.

2 Combustion

Combustion, one of humanity’s earliest discoveries, has shaped technological progress
and civilization for the past two centuries. Antoine-Laurent Lavoisier’s law of mass
conservation in 1772 [26], Dmitri Mendeleev’s periodic table of chemical elements in
1869, and the kinetic theory of gases developed by James Clerk Maxwell and Ludwig
Boltzmann in the latter half of the 19th century preceded the widespread use of
combustion. In the 20th century, internal combustion engines (Benz, Diesel) and gas
turbines revolutionized industry [27]. The chain theory of combustion later earned
Semenov and Hinshelwood the Nobel Prize in 1956 [28–32].

2.1 Combustion: fundamental concepts

In his Nobel lecture, N.N. Semenov provided the following definition: "combustion
or explosion process is a chemical reaction between the components of the com-
bustible mixture, accompanied by the liberation of heat and various kinds of motion
in gases". The discovery of branched chain reactions and the creation of a theory of
these reactions marked the beginning of a new, important stage in the development
of combustion science [33]. A principal discovery was that the high rates of chain
combustion processes are determined by the reactions of highly active intermediate
species: free atoms and radicals. We will return to this idea in a later discussion
on plasma-assisted combustion because active species are key in plasma physics and
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chemistry, and for now, turn to the definition of the fundamental concepts of com-
bustion.

2.1.1 General considerations

Combustion is more than just chemistry; it is a complex physico-chemical process
characterized by the exponentially rapid release of energy and the transition of a com-
bustible mixture from one thermodynamic state to another. Describing this process
requires a comprehensive understanding of hydrodynamics, thermodynamics, heat
and mass transfer, and chemical kinetics. Covering the entire theory of combustion
is not possible within this topical review. We will concentrate on basic terms and
definitions, and refer the reader seeking more detailed information to classic com-
bustion theory books for those seeking more detailed information [34–38].

Combustion needs fuel and oxidizer. In the present review, oxygen or air will
be considered as the oxidizer. The combustion regime is defined by three important
features: the phase of the reactants, the degree of fuel-oxidizer mixing, and the flow
dynamic regime. In this article, we will specifically focus on gas-phase combustion
without discussing liquid and solid fuels. In this sense, we will always consider ho-
mogeneous combustion (distinct from heterogeneous combustion where the reactants
initially exist in different phases). When fuel and oxidizer are injected separately
in the combustion region, the combustion is non-premixed. Conversely, when they
are mixed together beforehand, the combustion is premixed. Finally, depending on
the Reynolds number of the flow, defined in Eq. 1, combustion can be laminar or
turbulent ; and depending on the Mach number, defined in Eq. 2, combustion can be
subsonic or supersonic. The Reynolds number is defined as:

ReD =
Kinetic energy

Energy dissipation by viscous friction
=

ρuL

µ
, (1)

where ρ is the fluid density (kg/m3), u the flow speed (m/s), D a typical dimension
(m), e.g. the inner diameter of a tube or the length of a flat plate, and µ the dynamic
viscosity of the fluid (Pa·s). The Mach number is defined as:

M =
Flow velocity

Speed of sound
=

u√
γRspecificTg

, (2)

where γ is the specific heat ratio, Rspecific the specific gas constant (Rspecific = R/Mg

with R = 8.314 J.K−1.mol−1 the universal gas constant and Mg the molar mass of
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the gas), and Tg the ambient gas temperature.

2.1.2 Laminar premixed flames

In premixed combustion, an important parameter characterizing the combustible
mixture is the equivalence ratio ϕ. It is defined by:

ϕ =
(ṁFuel/ṁOx)

(ṁFuel/ṁOx)st
, (3)

where ṁFuel and ṁOx are the fuel and oxidizer mass flow rates, and "st" refers to
the stoichiometric mixture, where the amounts of fuel and oxidizer are introduced
such that no reactants remain at the end of the reaction. For ϕ > 1, the mixture
is known as rich, and lean for ϕ < 1. A stoichiometric mixture has an equivalence
ratio ϕ = 1. For combustion in a static gas, the masses should be used instead of
the mass flow rates in equation (3).

Laminar flames are interesting from a fundamental point of view because they
allow for detailed comparisons between experiment, theory and computation. They
are therefore widely used to validate chemical models, and can be considered as an
"elementary building block" for more complex (e.g. turbulent) flames.

The structure of the premixed flame is schematically given in figure 1. The fresh
gases ahead of the reaction front are heated by diffusion. When the gases reach
the ignition temperature, the mixture starts to burn, as indicated in figure 1 by the
chemical source term. The flame propagates as a combustion front in a direction
opposite to the flow velocity.

The speed of the combustion front, called the laminar flame speed, can be ex-
pressed as [40]:

sL ≈ 1

ρu

√
λtherm · qchem

cp
, (4)

where ρu is the density of the unburnt gas, λtherm the thermal conductivity, qchem
the chemical reaction rate equal to the amount of mass burnt per unit volume and
time, and cp the specific heat of the gas mixture.

Laminar flame speeds depend on the fuel, the equivalence ratio, the temperature
of the fresh gases and the pressure. To illustrate this, figure 2 from [41] shows
the variations of laminar flame velocity with equivalence ratio for fuel-air mixtures
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Figure 1: The structure of a stationary flame front in premixed combustion [39].

at an initial pressure of 1 atm and initial temperature of 298 K. It can be seen
that for hydrocarbons, the speed is maximum slightly above stoichiometry, due to
the maximal flame temperature at these conditions. Methane (CH4) flames have a
relatively lower maximal laminar speed at around 40 cm/s, compared to 73.5 cm/s
for ethylene (C2H4) flames. Hydrogen (H2) flames do not follow the same pattern
as hydrocarbons, with a maximum flame speed of 325 cm/s at an equivalence ratio
ϕ = 1.8. This difference is caused by the significantly higher diffusion coefficient of
hydrogen. Ammonia (NH3) combustion, of significant recent interest because of the
potential of a carbon neutral form of combustion as well as a potential carrier for
hydrogen, have been added by the authors to the original plot. They have a maximal
laminar flame velocity of around 7 cm/s [42]

These examples serve to illustrate the behaviors of different mixtures, but more
variations based on initial pressure, temperature, dilution and mixing can also be
expected. More information can be found in [34,41].

2.1.3 Laminar non-premixed flames

If the reactants are initially separated, this is non-premixed combustion. In that
case, heat and mass transfer are important as they take place on a scale comparable
with the time scale of the reaction. For this reason, non-premixed combustion is also
called “diffusion combustion”. A typical example of a laminar non-premixed flame is

9

Page 9 of 76 AUTHOR SUBMITTED MANUSCRIPT - PSST-107024.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



Figure 2: Variations of the laminar flame speed with equivalence ration ϕ for different
fuel-air mixtures. Data measured at P = 1 atm a T = 298K. Original plot from [41].
Adapted to feature ammonia from [42].
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Figure 3: Structure of a laminar non-premixed (diffusion) flame.

a candle flame.
Figure 3 schematically illustrates the structure of a laminar non-premixed flame.

The structure of the flame is completely different from the premixed case. Here,
the oxidizer and the fuel are on opposite sides of the flame front and diffuse toward
each other. Combustion reactions occur where the mixture approaches stoichiome-
try, with the burning rate governed by molecular diffusion of reactants toward the
reaction zone. This type of flame is often studied in the laboratory using counterflow
burners, where opposing, axisymmetric fuel and oxidizer jets mix at the stagnation
plane.

2.1.4 Turbulent combustion

As indicated by equation (1), the Reynolds number represents a competition be-
tween the inertial forces (velocity of the flow) and viscous forces. When inertial
forces much exceed viscous forces, the fluid flow is turbulent and characterized by
the appearance of eddies of different sizes. In turbulent flows, the physical quantities
fluctuate around their mean values, such that X = X̄ +X ′, where X̄ is the average
quantity and X ′ the fluctuation. Fluctuations of velocity, temperature, gas density,
pressure and concentrations can have a significant impact on the chemistry, either
by influencing mixing or by leading to flame quenching.
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To account for turbulence effects on combustion, dimensionless analysis is often
conducted to compare the characteristic times of combustion kinetics and turbulence
[34]. In combustion, the characteristic length is usually the flame thickness, noted
δl, and the characteristic time is the ratio of flame thickness to laminar flame speed,
sL. In turbulence, characteristic scales range from the smallest to the largest eddies:

• the integral scale, corresponding to the largest eddies, is characterized by the
integral length lt and the velocity fluctuations u′(lt);

• the Kolmogorov scale, corresponding to the smallest eddies, is characterized by
the Kolmogorov size lk and the velocity fluctuations at Kolmogorov size, which
correspond to the velocity of the smallest eddies: u′(lk) = uk.

The Damköhler number is defined on the largest turbulence scale as:

Da =
Turbulence time
Combustion time

=
lt/u

′

δl/sL
, (5)

When Da >> 1, the combustion chemical time is smaller than the turbulence
integral time. This corresponds to infinitely fast chemistry. In this case, turbulent
motion can only wrinkle the flame front but does not affect its inner structure.
When Da << 1, the combustion chemical time is larger than the turbulence integral
time. In this case, reactants and products are mixed together instantaneously by
turbulence. This limiting case corresponds to a perfectly stirred reactor (PSR) that
can be modeled in 0D.

The Karlovitz number, Ka, is useful for the intermediate values of Damköhler
(Da > 1). Ka is defined based on the smallest turbulence scale as:

Ka =
Combustion time
Kolmogorov time

=
δl/sL
lk/uk

, (6)

The Ka number characterizes how the smallest eddies interact with the flame
front. When Ka < 1, the flame is thinner than all turbulent scales and, as in the
limiting case Da >> 1, there is no effect of the eddies on the inner structure of the
flame front, only wrinkling. When Ka > 1, the analysis is complex, and several
flame regimes are defined. More details can be found in [34]. This dimensionless
analysis was first proposed by Borghi [43] and then completed by Peters [44]. It is
usually represented in a Borghi-Peters diagram, such as the one presented in figure 4,
to illustrate the various turbulent flame regimes. At high Ka, small eddies penetrate
the flame front, thus thickening the flame. At low Ka, the wrinkled-flamelet regime
is obtained. For intermediate values, the flame is both thickened and wrinkled. In all
cases, the global fuel consumption rate per unit of flame area is increased compared
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Figure 4: Turbulent combustion diagram (reproduced from [34]).

to the laminar flame. This classification in different turbulent flame regimes is useful
for numerical simulations.

2.1.5 Supersonic combustion

At supersonic flow velocities (Mach number M > 1), convective transport dom-
inates over diffusive transport owing to the high flow velocity. In a homogeneous
combustion mixture, a self-sustained wave of exothermic chemical reactions propa-
gates either as a subsonic deflagration or as a supersonic detonation wave [45], where
flow dynamics and chemistry are tightly linked together. For premixed combustion
waves, one should distinguish between subsonic and supersonic propagation. The
former is referred to as the deflagration which is a near-constant pressure process.
The latter is the detonation wave, through which the pressure increases 20 to 30
times in the reaction zone. Typical propagation velocities of detonation in gases are
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on the order of 1 km/s, as compared to 0.1-100 m/s for deflagration. The detonation
reaction zone has a cellular structure. It can be described as a set of Mach waves,
with forward propagating shocks that result from the interaction of transversely
propagating shocks, as described in [46] and the references therein. The elements of
this structure are commonly referred to as detonation cells.

Fundamentals of supersonic combustion, deflagration and detonation physics
would warrant their own review, and fall outside of the scope of this publication. Part
2 of this article [25] covers plasma-assisted supersonic combustion and detonation in
greater detail. For the reader interested in learning more about the fundamentals of
supersonic combustion, the authors recommend several alternate readings, from the
most introductory on supersonic and hypersonic flows [47–49] to the more specific to
combustion and detonation [34,41,45,50].

2.2 Combustion chemistry

2.2.1 Basic principles of chemical kinetics

The concepts of global and elementary reactions are essential for understanding the
kinetics of chemical processes. A global reaction, such as 2H2+O2 → 2H2O describes
the overall process in one formula, presenting a "summary" of the full sequence of
steps and ignoring intermediate species. The equation of an elementary reaction
describes a single step in a chemical reaction that occurs in one interaction between
molecules, atoms, electrons or ions. It reflects the actual number of particles involved
in that specific step.

An elementary direct reaction between substances Mi and a reverse reaction be-
tween substances Mj with stoichiometric coefficients νi and ν ′

j can be written as:

N∑
i=1

νiMi

kf
⇌
kb

N′∑
j=1

ν ′
jMj +Q , (7)

where Q is the heat released/consumed in the reaction; Q is positive for exothermic
reactions and negative for endothermic reactions. Equilibrium is established for a
given ratio of the concentrations of reactants [Mi] and products [Mj] defined by the
equilibrium constant K:

K =

(
N ′∏
j=1

Mj
ν′j

)
/

(
N∏
i=1

Mi
νi

)
. (8)
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Elementary reactions occur in both directions, as indicated in equation (7) by the
symbol “⇌” instead of a forward reaction arrow. The rate of the chemical reaction W
is proportional to the product of concentrations of the reacting chemical species, each
concentration raised to a power equal to the corresponding stoichiometric coefficient.
The rates of the forward reaction, Wf , and backward reaction, Wb, are defined as:

Wf = kf

N∏
i=1

Mi
νi , Wb = kb

N ′∏
j=1

Mj
ν′i . (9)

The coefficients kf and kb are the rate constants of the forward and backward reac-
tion, respectively, and depend upon the gas temperature. The temperature depen-
dence of a rate constant k is often expressed by the Arrhenius law:

k = AT b · exp
(
− Ea

RT

)
, (10)

where R is the universal gas constant, and Ea is the activation energy corresponding
to an energy barrier to be overcome during the reaction to destroy or change the
stable chemical bonds. The pre-exponential factor may have a weak temperature
dependence. A and b are constants.

At equilibrium, the rates of the forward and the backward reactions are equal,
Wf = Wb. The equilibrium constant K is a function of the gas temperature (see
(10)) and can be expressed as the ratio of the rate constants of the forward and
backward reactions:

K = kf/kb. (11)

To be precise, deriving the equilibrium constant K should not rely solely on the
kinetic equation, as uncertainty about whether we are dealing with the equation of a
kinetic mechanism or an elementary reaction can lead to errors in the exponents of the
rate expressions for the forward and reverse reactions. In general, a thermodynamic
derivation of the equilibrium constant, based on the concept of chemical potential, is
more rigorous and accurate [51]. A detailed discussion of thermodynamic principles,
including the concept of chemical potential can be found in [52].

It should be noted that, whereas in equilibrium the system of ODEs reduces to
a set of algebraic equations, in situations where chemical reaction kinetics and the
temporal evolution of individual species are important, the full system of ODEs must
be solved.
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2.2.2 Ignition of a combustible mixture and limits of explosion

Let us consider the mechanism of combustion for the simplest case of a stoichiometric
hydrogen–oxygen mixture, that is, a mixture with 2 molecules of hydrogen for every
1 molecule of oxygen. At relatively high temperatures and pressures, the kinetics of
such a mixture are described by the branched chain mechanism [35,53]:

H2 +O2
k0−→ 2OH + 78 kJ/mole, (chain initiation) (12)

H+O2
k1−→ OH+O+ 70 kJ/mole, (chain branching) (13)

O+H2
k2−→ OH+H+ 8 kJ/mole, (chain branching) (14)

OH+H2
k3−→ H2O+H− 62 kJ/mole, (chain development) (15)

H
k4−→ 1/2H2 (chain termination, walls) (16)

H+O2 +M
k5−→ HO2 +M− 203 kJ/mole, (chain termination, volume) (17)

Here reaction (12) is a reaction of chain initiation under conditions of autoignition.
Reactions (13) – (15) are responsible for chain prolongation, with or without branch-
ing. Linear chain reactions are the reactions in which one radical reacts with a stable
component of the and produces exactly one new radical (reaction (15)), keeping the
total number of radicals constant. In branched chain reactions, the number of rad-
icals formed exceeds the number consumed (reactions (13) – (14)), leading to an
exponential increase in the concentration of active species. Nonlinear chain reac-
tions (non considered here) involve reactions between two radicals, leading to their
mutual consumption or transformation. Reactions (16) – (17) are the reactions of
chain termination.

It should be noted that even the simplest mechanism of H2:O2 combustion can
include, according to different authors, at least 9 − 19 elementary steps [54]. An
alternative mechanism comprising 11 reactions, including nonlinear chain reactions,
can be found in [55]. The elementary steps of these mechanisms are always reactions
of H2 and O2 dissociation followed by a set of reactions involving O, H, OH, HO2,
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Figure 5: Limits of explosion for hydrogen–oxygen mixture (adapted from [38, 56]).
Rate constants k1 and k5 correspond to equations (13) and (17) respectively (see
text). The extended second limit is designated by a dashed line (see text).

and, at lower temperatures, H2O2.

The ignition delay is defined as the time period between the start of the process,
i.e. heating or mixing of gases, and the time of an abrupt increase in temperature,
pressure, emission intensity, and rate of chemical reactions. During this so-called
induction period, the density of radicals increases but the fuel is practically uncon-
sumed and the heat release is negligibly low. Above a certain radical concentration,
there occurs a rapid change in temperature and density of the main and intermediate
chemical species that leads to ignition of the gas mixture.

Figure 5 illustrates critical ignition parameters. The non-monotonic Z-shape
curve represents the so-called limits of autoignition, or explosion limits, separating
zones where the mixture is explosive (to the right of the curve) or nonexplosive
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(to the left of the curve). Numerous studies over several decades [41, 51, 55, 57–59]
have been devoted to the analytical and numerical analysis of these explosion limits.
A detailed mathematical description of the limits is given in [57]. The sensitivity
analysis provided in [59] clearly illustrates that the first ignition limit is governed
by the balance of atomic hydrogen: reaction (13) dominates the chain propagation,
while the loss of hydrogen atoms is primarily due to diffusion and recombination on
the walls at low pressures, reaction (16). The second explosion limit is caused by
a competition between two reactions in volume: the same chain branching reaction
(13) and a reaction (17) producing hydroperoxyl radical HO2. The hydroperoxyl
radical is relatively unreactive so that it is able to diffuse to the wall. The line in the
figure 5 is the solution of system of equations (13)-(17) in assumption of quasista-
tionary concentrations [38], 2k1 = k5M . Some authors plot the equal rates only for
two reactions, (13) and (17), as an estimate for the second limit. The third explosion
limit is due to a reaction that overtakes the stability of the HO2, the reaction sug-
gested in [41] is HO2+H2 → H2O2 +H. With the ensuing dissociation of hydrogen
peroxide into two OH radicals, highly reactive chain carriers, the continuation of the
combustion chain is possible. On the contrary, a slow destruction of H2O2 on the
wall stops the chemical chain. The exact position of the third limit is highly sensitive
to the non-linear reactions, as shown in [55].

A distinctive effect is observed at high pressures and temperatures. In the lit-
erature, this phenomenon is referred to as the extended second (kinetic) limit, the
details can be found in [41,58]. This limit is schematically shown with a grey dashed
curve in figure 5. In the case of a fast adiabatic experiment (for example, after the
reflected shock wave), the kinetic balance between the reactions (13) and (17) pro-
vides the boundary between two modes of combustion: localized ignition kernels are
observed in a weakly explosive region at high pressures and temperatures, while a
strong homogeneous explosion is observed below the curve.

Finally, change of explosion limits under artificial additions of radicals was al-
ready considered theoretically in the pioneering books of Semenov [51,60], published
in the 1950s. The Russian and English versions are referenced here, with the former
being more complete. Modern numerical analysis of this problem [56] can be key for
plasma-assisted combustion kinetics.
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2.2.3 Kinetic mechanisms for hydrocarbon combustion: methane mech-
anisms as example

Building combustion mechanisms is a large–scale thorough task including analy-
sis of available experimental and theoretical data, composing the mechanism itself,
performing detailed sensitivity analysis and validation of the mechanism on the basis
of the experimental results. Unlike in plasma science, ”standard” combustion mecha-
nisms for many different fuels have been developed and accepted by the community.
These mechanisms are thoroughly validated on available experimental data. Even
though different and complex kinetic mechanisms exist for many fuels, the availabil-
ity of kinetic mechanisms is discussed below using methane as an example.

Petersen et al. [61] presents one of already classical examples of validation of
the first widely accepted GRI–Mech 1.2 mechanism [62] developed under support
of the Gas Research Institute. This mechanism describes the ignition of CH4 at
high temperatures. It includes 175 elementary reactions and 32 species. The valida-
tion covers a wide range of experimental conditions from shock tube measurements:
T = 1505 − 2043 K, P = 9.4 − 86.8 atm, equivalence ratios ϕ = 0.5 − 4.0. In
shock tube experiments, the combustible mixtures are highly diluted, typically using
Ar or N2 as inert diluent. In the mentioned experiments, the concentration of Ar
or N2 in the mixture varied from 90% to 99.61%. Although GRI–Mech 1.2 (and
later the modified GRI–Mech 3.0 [63]) mechanism described ignition delay times and
flame velocities for a wide range of experimental parameters, it significantly overes-
timated the ignition delay time for rich mixtures at high pressures (P > 40 atm)
and low temperatures (T < 1300 K). To correct this limitation, the RAMEC (RAM
accelerator MEChanism) mechanism was developed [64]. In all, 13 reactions and 6
species were added to the original GRI–Mech 1.2 model. Most of the new reactions
in RAMEC were taken from low temperature methane oxidation mechanisms. Al-
though they include more than 30 species, both GRI–Mech and RAMEC describe
high–temperature oxidation of methane and were not developed and tested for the
chemistry of higher hydrocarbons.

For combustion mechanisms of complex hydrocarbons and fuel blends, we re-
fer the reader to a series of papers [65–67] from the Combustion Chemistry Center
(CCC) [68]. These were the first studies to present ignition delay times for a wide
range of conditions obtained in shock tubes and rapid compression machines (RCM).
Typically, shock tubes provide high temperatures (thousands of K) and relatively
low pressures (units of atm), while RCMs can operate at low initial temperatures
(700− 1000 K) and very high initial pressures (tens–hundreds of atm).
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Taking into account the increasing performance of numerical modeling of com-
bustion, linking together detailed kinetics and complex hydrodynamics, a deep anal-
ysis of available kinetic mechanisms is of paramount importance. Two recent pa-
pers [69, 70] compare the performance and efficiency of about 10 methane combus-
tion mechanisms for different conditions. In [69], thirteen CH4 combustion mecha-
nisms were tested against the experimental data on ignition delay times, obtained
in shock tubes and RCM. The tested mixtures include oxygen, a diluent (N2, Ar,
He, CO2, or H2O), and pure methane or blends of CH4 with H2 and/or CO. The
performance of each mechanism was investigated in various ranges of temperature,
pressure, equivalence ratio, and diluent ratio. Four mechanisms, Aramco-II-2016 [71],
Caltech-2015 [72], Glarborg-2018 [73], and SanDiego-2014 [74], proved to generally
best reproduce the experimental data, but the authors of [69] underscore that there
is no unique solution for all ranges of parameters, and if an accurate methane com-
bustion mechanism is needed under a specific range of conditions, it can be selected
based on the detailed analysis provided in [70]. Similarly, twelve methane combustion
mechanisms were tested in [70] against a large amount of experimental data on lami-
nar burning velocities of methane:oxygen:diluent mixtures (with additions of H2/CO)
covering a wide range of equivalence ratios, diluent ratios, cold side temperatures and
pressures. The diluents included N2, H2O, CO2, Ar and He. The authors of [70] rec-
ommend mechanisms FFCM-I-2016 [75], SanDiego-2014 [74], and NUIG1.1-2021 [76]
for engine simulations. The Aramco-II-2016 [71], Konnov-2009 [77], Caltech-2015 [72]
and Glarborg-2018 [73] mechanisms have the lowest average errors for the reproduc-
tion of all available methane laminar burning velocity data. The references [69, 70]
provide excellent examples of the analysis of kinetic mechanisms prior to their ap-
plication. They also demonstrate that no universal solution exists; each kinetic
mechanism must be selected based on the specific conditions for which it was de-
veloped. Note that kinetic mechanisms must be selected based on the parameters
to reproduce: a mechanism reproducing laminar burning velocity or ignition delay
time, does not necessarily reproduce density of minor species. This fact is discussed
in [14] on example of CH4:O2=2:1 mixture for two different mechanisms calculating,
for autoignition and for simplified plasma-related conditions, the ignition delay time
and kinetic curves of formaldehyde.

In the above subsection, methane combustion was used as an illustrative example
to describe the construction and analysis of combustion mechanisms. As already
noted, kinetic mechanisms for heavier hydrocarbons are considerably more com-
plex [68]. Recent trends toward generalized modeling in the field of low-temperature
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chemistry (LTC) of heavy hydrocarbons [78] provide opportunities for broader treat-
ment and unification of combustion and plasma kinetics [79]. Reference [78] suggests
a strategy to accurately capture the chemical kinetics of real fuels in both the LTC
and negative temperature coefficient (NTC) regimes, using a set of compact, fuel-
specific reactions but providing the most general trends. The NTC region signifies a
temperature range in which the overall reaction rate decreases with increasing tem-
perature, a characteristic feature of heavy hydrocarbon combustion at T < 1000 K.
The same paper underlines that, in the low-temperature regime, a fuel first under-
goes partial oxidation (first-stage ignition) to produce intermediate species (e.g., CO,
CH2O), accompanied by modest heat release. The associated temperature rise can
push the reaction to the intermediate temperature/NTC regime, where the chemistry
of radicals such as OH and HO2 then controls the overall oxidation (second-stage ig-
nition). A finite induction period separates the first- and second-stage ignition. This
approach opens the door for linking plasma chemistry with combustion chemistry.
For example, paper [80] shows, by numerical modeling, the disappearance of the
NTC zone in propane under the action of non-equilibrium plasma.

2.3 On numerical modeling of combustion

Numerical combustion is now essential for both academic research and industrial
applications. For researchers, it provides comprehensive data and insights into com-
bustion phenomena that cannot be obtained experimentally. In industry, simulations
are progressively replacing experiments for the development of new combustion sys-
tems, offering flexibility and cost savings. However, these simulations must account
for the broad range of temporal (from 10−9 s to 1 s) and spatial scales (from 10−6 m
to 1 m) in combustion processes. From a 0D Perfectly Stirred Reactor (PSR) sim-
ulation with only kinetics to the 3D turbulent simulation of a combustion chamber,
the toolkit for numerical combustion is wide. A summary of the existing methods
and approaches is provided in the following section.

2.3.1 Chemical models

The detailed kinetic mechanisms presented in the previous section represent the state-
of-the-art in combustion chemistry, with many intermediate reactions and species.
The GRI–Mech for CH4, which is the simplest carbonated fuel, already comprises
of 32 species and 175 reactions, meaning that at each time step, a 32x32 nonlinear
system must be solved. The more complex the fuel, the larger the kinetic mecha-
nism. To reduce complexity, several methods were developed in the past decades:
mechanism reduction, tabulated chemistry, and optimized chemistry. An overview
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of these methods is given in [81].

2.3.2 Turbulent flows

To consider the effects of turbulence, which are key in most real combustion sys-
tems, 3D simulations are needed. Several approaches can be used for turbulence
simulations: Direct Numerical Simulation (DNS), Reynolds Average Navier-Stokes
(RANS) and Large Eddy Simulation (LES). DNS is the most detailed, capturing
all turbulence scales, while RANS simulates the main flow and models all turbulent
effects. LES offers a middle ground, simulating larger turbulence scales and using
a simplified model for the smaller ones. For LES and RANS, since the turbulence
is partially or totally modeled, the interactions between combustion and turbulent
eddies must be modeled as well. Detailed recommendations and a wide variety of
approaches are presented in [34,82]. Depending on the problem, the desired level of
fidelity, and the available computational resources, a trade-off between turbulence
and combustion models must be made.

The limitations of transient and multidimensional combustion modeling are twofold:
(i) closure of source terms in the transport equations for chemical species and en-
ergy that appear in RANS (ensemble-averaged) and LES (filtered-average) govern-
ing equations; (ii) integration of transport equations for a large number of chemical
species that are typically involved in combustion, especially with large hydrocarbon
molecules.

Depending on the combustion regime, various modeling strategies have been de-
veloped to overcome these challenges and allow the inclusion of tens or even hundreds
of species, even in engineering-scale simulations with complex geometries and realistic
fuels (kerosene, diesel, gasoline, etc.), where RANS or LES are commonly used with
a chemistry that involves a large number of species. For instance, LES with chem-
istry tabulation methods (applied to both premixed and non-premixed flames) have
been well developed and are currently widely used for daily combustion modeling in
engineering combustors. In these approaches, instead of directly solving transport
equations for all species, the thermodynamic state of the CFD cells at each location
and time is obtained based on a precomputed lookup table where thermodynamic
state and/or source terms are stored on a very low-dimensional manifold with very
few table entries, e.g., progress variable, mixture fractions, etc...

Examples are flamelet models wherein the thermodynamic state of the mixture
can be mapped onto a low-dimensional manifold—typically defined by progress vari-
ables and/or mixture fractions. Recent works lift some of the limitations with the
extremely low-dimensional manifold of flamelet-based models, especially for partially
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premixed combustion [83] or combustion involving local or global extinction [84].

2.3.3 Challenges for plasma integration into combustion modeling

The temporal and length scales of plasma phenomena can be several orders of magni-
tude lower than those of combustion. Additionally, plasma kinetics are more complex
than combustion kinetics, with many more species and reactions. The coupling of
plasma and combustion thus increases the stiffness of the mechanisms and greatly
increases the complexity of the mesh and the computational cost. Significant im-
provement in this coupling have been made in recent years, which is discussed in
Part 2 of the article.

3 Plasma

3.1 Plasma: main definitions and parameters

3.1.1 General considerations

This section aims to provide a general understanding of the key properties and con-
cepts of weakly ionized plasma physics to allow combustion specialists to grasp the
phenomenology of typical laboratory plasmas. This section is in no way an exhaustive
fundamental review and the authors encourage the readers to turn to more detailed
discussions on these topics, as can be found in the books [85–91] and others should
they require it. In the most general definition, a plasma is a quasi-neutral medium
of charged particles.

One of the fundamental properties of a plasma is its temperatures. In the plasma
physics field, the electron temperature is commonly measured in electronvolts (eV).
The conversion factor from eV to K is given by equating the energy gained by an
electron accelerated by a potential difference of U = 1 V to the characteristic thermal
energy kT such that:

T =
e

k
= 11610 K (18)

The use of plural for temperature in the previous paragraph was intentional.
Indeed, in a plasma, the temperatures of different species (e.g heavy neutral particles,
ions and electrons) are not necessarily equal. This is addressed further into the text
(see Sec. 3.1.3).

This discussion about the properties of plasma will begin with the definition of a
key parameter at the cornerstone of plasma physics: the Debye length. The Debye
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length or Debye–Hückel screening length rD is the distance over which the electric
field of a single charge extends in a medium containing free positively and negatively
charged particles. Outside the Debye sphere (sphere of radius equal to the Debye
length), the electric field is shielded as a result of polarization of the medium. The
Debye length can be obtained from the Poisson equation and Boltzmann distributions
of charged particles, and is expressed (in SI system) in the following way:

rD =

√
ε0kTe

nee2
, (19)

where ε0 represents the vacuum permittivity, k the Boltzmann constant, Te the
temperature of electrons, ne the electron density, and e the electron charge.

As previously mentioned, some plasmas have very different ion and electron tem-
peratures, Te ≫ Ti. In general, rD is a function of both these temperatures. But
in some particular cases, it can be assumed that ions, being much colder and slower
than electrons, are "immobile"; the redistribution of charge is determined by electron
motion only [85,91] and can still be estimated using equation (19).

To provide some characteristic values, for a plasma with electron density ne =
1014−1015 cm−3 and electron temperature Te ≈ 3 eV, typical for streamer discharges
at atmospheric pressure, the Debye radius is below 1 micrometer.

If the characteristic size of the system greatly exceeds the Debye radius, the
plasma is quasi-neutral. For a large total number of charged particles ND in the
Debye sphere, the plasma is referred to as ideal. This is described by the following
equation:

ND =
4π

3
r3Dne ≫ 1, (20)

In such cases, the Coulomb interaction energy is much smaller than the kinetic energy.
Otherwise, the plasma is known as non-ideal. Combining equations (19) and (20)
for an electron temperature Te ≈ 3 eV, the electron density at which the Coulomb
interactions should be taken into account is roughly ne > 1018 − 1019 cm−3. This
range falls outside the scope of this work and will not be discussed further here.

3.1.2 Plasma parameters observed in nature and in laboratory

Figure 6 provides a general overview of plasma parameters observed in nature and in
laboratory conditions. Three categories can be considered depending on the charged-
particle density and temperature: relativistic, quantum and classical plasmas.

Relativistic plasmas (e.g. external shell of a neutron star) are characterized by
very high temperatures, on the order of the rest energy of an electron (T ≥ mec

2 =
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Figure 6: Plasma parameters in the universe. Space plasmas (violet), low tempera-
ture plasmas (blue), fusion plasma, (red), and solid state objects (grey). The dashed
line is the boundary between ideal (above the line) and non-ideal plasmas. [86–88,92]

500 keV). These temperatures, on the upper limit of plasma conditions, will not be
described here.

For quantum plasmas, a mathematical apparatus taking into account strong
electron-ion interactions is required. It characterizes the phenomena occurring at ex-
tremely high electron densities (1018 − 1024 cm−3) and low temperatures (hundreds
of K). These conditions are found in semi-conductors, metals, or metal-ammonia
solutions. They will not be covered here either.

This leaves classical plasmas, which are of interest to us. This broad term encap-
sulates dozens of orders of magnitude in electron number densities and temperatures.
They can be further categorized as follows.

A first category corresponds to high-temperature, or fusion plasmas. For
example, the temperature in the center of the Sun is around 107 K, and the density of
charged particles far exceeds the density of electrons in metals (and by several orders
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of magnitude). Controlled thermonuclear fusion reactors are expected to produce
plasmas with temperatures of similar order if not higher (the expected temperature
in ITER is around 1.5 · 108 K).

Space plasmas are characterized by their low electron densities. In the Earth’s
ionosphere, the electron density varies from 102 cm−3 in the D-region at 60− 90 km
to 105−106 cm−3 in the F–region at altitudes of hundreds of kilometers. In the same
region, the temperature does not exceed a fraction of an electronvolt (or T = 102 K).
In the solar corona, the electron density can reach 108 cm−3 with accompanying
temperatures of 106 K. However, the solar photosphere (the outermost visible layer
of the Sun, closer to the center than the corona) has a charged particle density of
1015 − 1016 cm−3 and a temperature of roughly 6000 K.

Finally, plasmas with electron density 109 cm−3 < ne < 1018 cm−3 and tem-
peratures T < 105 − 106 K are typically known as low temperature plasmas.
This range covers atmospheric plasma phenomena (e.g. lightning and high-altitude
lightning) but also most laboratory plasmas and their numerous applications. Going
further, only this range of parameters will be discussed.

3.1.3 Low temperature plasma, equilibrium and nonequilibrium plasma

3.1.3.1 Electron temperature and reduced electric field

In most cases, the term low temperature plasma is used to refer to gas discharges.
While there has been a growing interest in the field of plasma in liquids [93], this
article will limit its consideration to gas media.

Many technological achievements in the 20th century can be attributed to appli-
cations of low temperature plasmas, most of all in the field of microelectronics [91].
These plasmas are still intensely researched today, and potential applications are still
being studied [5,6]. Some of the recent fields that have seen developments are addi-
tive manufacturing (AM) and coating, atomic layer etching (ALE) and deposition,
electrification of chemical conversion, medical applications and pollution control.

As mentioned previously, low temperature plasmas can be either equilibrium or
nonequilibrium. This definition establishes the relationship between the tempera-
tures of the different plasma subsystems. It can be seen as the balance of energy (or
temperature) between the different components. For example, an electron acceler-
ates (gains energy) by an electric field, and transfers this energy to other particles
through collisions. The balance between each subsystem will depend on the efficiency
of the energy exchange process. For an equilibrium plasma, the temperatures of all
subsystems are equal:
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T = Ti = Te (21)

Conversely, when there is no equality between individual ensembles of particles
or degrees of freedom, the plasma is in nonequilibrium:

T << Ti << Te (22)

It should be noted that when considering low temperature nonequilibrium plasma,
the temperature on the ordinate axis in Figure 6 is the temperature of electrons. The
gas temperature can be significantly lower.

Given that plasma-assisted combustion involves chemically reacting gas mixtures
with internal degrees of freedom, the concept of equilibrium becomes nontrivial.
Several considerations regarding this issue are discussed later in subsection 3.2.6.

Under laboratory conditions, the most common method of producing plasma is
a gas discharge. This is defined as the production of charged species in a discharge-
gap filled with a certain gas mixture. Applying a potential difference between the
electrodes leads to ionization in the gap. When the discharge gap is closing and
conductive current starts to flow between the electrodes, the process of closing of
the gap is called "gas breakdown". This description leads to a semantic discussion
over the use of the term "plasma discharge". While sometimes used in the plasma
community, the authors suggest that this term would be less accurate than others
such as "gas discharge plasma" or "discharge induced plasma". Indeed, a plasma
(ionized gas) is the result of a discharge.

When a potential difference is applied between the electrodes, seed electrons in
the gap are accelerated and can collide with heavy particles to produce additional
electrons. This is called electron-impact ionization. It is often the main source
of production of secondary electrons and positive ions. Characteristic ionization
energies are on the order of 10 eV or higher as shown in Table 1 for a few atoms
and molecules. The exception is the alkali metals, which have a very low ionization
threshold (3.89 eV for Cs or 5.39 eV for Li [94]), but these elements are beyond
the scope of this review. In most discharges, the average electron energy does not
usually exceed a few eV, which means that ionization is due to electrons with higher
than average energy, or from the “tail” of the electron energy distribution (see section
(3.2.1)).

The average electron energy in a gas ⟨ϵ⟩, or electron temperature Te, is a function
of the reduced electric field:

⟨ϵ⟩ = F(E/N). (23)
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Table 1: Ionization energy for selected atoms and molecules

Species Ionization energy (eV) References

O2 12.07 [94]
O 13.62 [94,95]

H2 15.43 [94]
H 13.60 [94]

CH4 12.98 [94]
NH3 10.16 [94,96]

N2 15.58 [94]
N 14.53 [94,97]
Ar 15.76 [94]
He 24.59 [98]

H2O 12.61 [94]
CO2 13.79 [94]

where E is the electric field and N is the gas number density (or density of particles
that participate in collisions). It is important to note that in many textbooks on low
temperature plasma physics, the reduced electric field can be represented as E/P ,
with P the gas pressure. Most experimental data are obtained at room temperature,
which implicitly assumes the established relation P = NkT at T ≈ 300 K. E/N
is a more physically meaningful quantity for plasma-assisted combustion. This re-
duced electric field is usually measured in Townsend (Td), a non-standard unit. For
reference, 1 Td = 10−17 V·cm2.

3.1.3.2 Swarm parameters and similarity parameters

Another set of key parameters in gas discharges are the "swarm parameters" [99],
sometimes referred to as transport coefficients [100]. As defined in a review by
Petrovich et al. [101], a swarm denotes an ensemble of charged particles moving
through a background gas under the influence of an external electrostatic force.
The charge density should be low enough that is does not influence the electric
field and Coulomb interactions between charged particles are negligible. Swarms
can be considered as the low-current limit of gas discharges, and consequently, the
obtained data (e.g. [102, 103]) are suitable for normalizing scattering cross-sections
and validating collisional aspects of plasma models. Focusing solely on the swarm
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parameters for electrons (ion swarm parameters are beyond the scope of this article),
typical quantities of interest include the drift velocity, the longitudinal and transverse
diffusion coefficients (with respect to the direction of the electric field E), the first
Townsend ionization coefficient, and attachment coefficients (which describe the loss
of electrons due to formation of negative ions).

The drift velocity vdr represents the average velocity of electrons in the opposite
direction of electric field and is typically much lower than the thermal velocity. The
electron mobility µ denotes the proportionality coefficient between the drift velocity
and the electric field,

vdr = µ(E/N)E. (24)

It should be noted that µ depends on the reduced electric field. This dependence
arises because the mobility is determined by the electron energy distribution function
, which in turn is controlled by E/N . A detailed discussion of the EEDF and
its role in description of low temperature plasma is given in the next section. In
practice, the mobility can be calculated or obtained from swarm experiments. A
comparison of calculated and measured mobility is a typical validation test for the
selected set of cross-sections of electron impact reactions. For practical applications,
the dependence of electron mobility on the reduced electric field can be neglected.
For example, in air µ decreases by less than a factor of two as E/N increases from
100 to 1000 Td, which justifies the use of equation (24) under the assumption of
constant mobility over a broad range of reduced electric fields.

In gas discharge physics, two Townsend coefficients are distinguished. They are
empirically derived parameters that describe development of a discharge in a given
gas mixture under a specified electric field. The first Townsend coefficient, αi, char-
acterizes electron multiplication in a gas and is among the most frequently measured
swarm parameters. The second Townsend coefficient quantifies the electron yield
from the cathode under bombardment by positive ions. From basic considerations
of the probability that an electron travels a certain distance without collisions and
undergoes ionization at energies above the threshold [85, 104], one can obtain the
following expression for the first Townsend coefficient:

αi

N
= A · exp

(
− B
E/N

)
(25)

Here, A and B are empirical constants, N is the gas density
Combining the first ionization coefficient αi with the condition for a self-sustained

Townsend glow discharge yields one of the best-known similarity laws in gas discharge
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physics. Although steady Townsend discharges are not used in plasma-assisted igni-
tion, this example illustrates the role of similarity laws. In plasma physics, the onset
of a discharge is usually termed “ignition” or “breakdown”; here we avoid the former
(except in this paragraph) and note that the latter can also describe ionization front
propagation. The “breakdown voltage” is defined as the voltage at which plasma
ignites under an infinitely slow increase of the applied voltage across the gap, with
other parameters fixed. A self-sustained Townsend discharge arises when an initial
electron, accelerated in the electric field, traverses the electrode gap and produces
secondary electrons by impact ionization, while the resulting positive ions return
to the cathode and, through secondary emission, release at least one new electron,
thereby closing the cycle. Incorporating αi into this condition gives the Paschen
curve, which relates the breakdown voltage to the product pd, where p is the gas
pressure (effectively the gas density) and d the electrode spacing. For each gas, the
breakdown voltage decreases with increasing pd, reaches a minimum, and then rises
again (see figure 7). Here, pd serves as a similarity parameter: over a broad density
range, the breakdown voltage remains constant if pd is preserved.

Paschen’s law, derived for a static breakdown voltage, separates the region be-
tween “no discharge” (below the curve) from the region of “Townsend discharge”
(above the curve). The Townsend mechanism describes a glow discharge, when sepa-

Figure 7: Breakdown voltage versus the product pd for different gases (Paschen
curves), [104]
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Figure 8: Swarm parameters: (a) swarm maps recorded in methane, for E/N = 118
Td. The color scales represent electron density and are given in arbitrary units; (b)
drift velocity and (c) reduced effective ionization coefficient. Reproduced from [100].
Previous data: Al-Amin et al [106], Schmidt and Roncossek [107], Davies et al [108],
Hunter et al [109], Berghöfer et al [110], Yoshida et al [111]

rate electron avalanches provide a uniform pattern. In the case of pulsed voltage, the
situation changes. Streamer mechanism of breakdown dominates when the electric
field in the head of a single avalanche becomes comparable to the external electric
field. The modified Pachen’s law should take into account an overvoltage (percent of
voltage above a static breakdown threshold) as a function of pd. More details about
triggering and development of pulsed discharges can be found elsewhere [105].

Similarity laws are crucial because they allow complex discharge behaviors to be
described using universal parameters, enabling predictions across different conditions.
They simplify analysis by linking various discharge characteristics through consistent
relationships, but are valid only when the underlying discharge processes remain
unchanged. The reference [104] provides a discussion on applying the similarity laws
to pulsed discharges, and consider, together with classical combination of parameters,
like pd, αi/p etc., parameters including the charge formation time.

Coming back to discussion on the swarm parameters, measured excitation coef-
ficients of individual internal states and the characteristic energy (ratio of diffusion
coefficient to mobility) can also be considered as swarm parameters in the case of an
equilibrium energy distribution of electrons.

New generation drift tubes, namely scanning drift tubes [100, 103], are capable
of mapping the complete spatio-temporal evolution of electron swarms, developing
between two plane electrodes (“swarm maps”). These systems operate with electron
swarms initiated by photoelectron pulses; the spatio-temporal distribution of the
electron flux is recorded at a fixed electric field and gas density, while the electrode
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gap length is varied. Scanning of swarm parameters across a wide range is possible
in a very short time (on the order of tens of minutes). Figure 8 [100] presents (a) an
example of raw data: (b) drift velocity and (c) reduced effective ionization coefficient
for methane. The results reported in [100] demonstrate excellent consistency with
the data obtained in earlier classical swarm parameter measurements.

Swarm parameters are very important for validation of a set of cross-sections when
calculating the electron energy distribution function (see sections (3.2.1,3.2.2)).

3.2 Plasma chemistry

3.2.1 Boltzmann equation and the electron energy distribution function

To describe the behavior of electrons in plasma and the plasma chemistry related
to collisions with electrons, it is necessary to introduce the concept of the electron
distribution function. The velocity distribution function of electrons, f(r,v, t), or
often the electron energy distribution function, EEDF, can be found by solving the
Boltzmann kinetic equation [85, 112–114]. The Boltzmann equation is, in essence,
a balance equation for the number of electrons fdrdv in an elementary volume n
an elementary volume defined by spatial coordinates and velocities. The equation
takes into account electron motion in the electric field and collisional processes in
the plasma. Mathematically, it is expressed by:

∂f

∂t
+ v · ∇f +

F

me

· ∇vf =

(
∂f

∂t

)
col

(26)

where f is the distribution function, v is the electron velocity vector, F is the external
electric field, and me is the electron mass. The collision term on the right hand side
of the Boltzmann equation comprises all kinds of binary collisions with electrons. It
accounts for the elastic Sel

en and inelastic Sinel
en electron collisions with neutral atoms

and molecules, and, if necessary, electron-ion Sei and electron-electron See collisions:(
∂f

∂t

)
col

= Sel
en + Sinel

en + Sei + See. (27)

Equations (26) and (27) describe the most general case, both for the non-local
and local EEDFs. Analysis of both approaches can be found in the literature [115].
A non-local EEDF means that the electron velocity distribution at a given point is
influenced by the electric field in other spatial regions. This happens when the mean
free path of electrons is high compared to spatial gradients, which is typical for low
pressure plasmas, especially in near-electrode regions. In most practical cases related
to the relatively high pressure conditions of plasma-assisted combustion, it is possible
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to restrict the consideration to the local case (also called "local field approximation",
LFA).

The EEDF, g(ϵ), is related to the velocity distribution function f(v) as follows:

g(ϵ)dϵ = 4πv2f(v)dv, (28)

where ϵ is the electron energy. In various books, the reader may encounter different
notations for the electron energy distribution function, including n(ϵ), g(ϵ), or simply
f(ϵ). However, for clarity in this section, we will adopt the notation from [90] and
use g(ϵ) for the EEDF to avoid any potential misinterpretation. Using the relation
between ϵ and v, it is possible to write for the EEDF

g(ϵ) = 2π

(
2e

me

)3/2√
ϵf(v(ϵ)) = ρ(ϵ)f(v(ϵ)) ∼

√
ϵf(v(ϵ)), (29)

where ϵ is in eV and ρ(ϵ) ∼
√
ϵ is the density of electron states along the energy axis.

The electron density ne is then determined as

ne =

∫ ∞

0

g(ϵ)dϵ, (30)

and the average electron energy ⟨ϵ⟩ as:

⟨ϵ⟩ = 1

ne

∫ ∞

0

ϵg(ϵ)dϵ =
3

2
Te, (31)

where Te is the electron temperature in eV.
We now come back to the Boltzmann equation (26). Two analytical expressions

for the electron distribution can be obtained for the specific case of purely elastic
losses. Assuming constant collision frequency between electrons and neutral species
(νen = const), the Maxwellian distribution is obtained:

fMaxwell ∼ exp(−ϵ/Te), (32)

The mean electron energy for the Maxwellian distribution is equal to

Te(Maxwell) =
e2E2M

3m2(νen)2
∼
(
E

N

)2

. (33)

If the assumption is now changed to a constant mean free path length for the elec-
trons, the solution of the Boltzmann equation is the Druyvesteyn distribution, given
by:
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fDruyvesteyn ∼ exp(−ϵ2/(eEλe)
2), (34)

where λe represents the mean free path length of electrons. The Druyvesteyn distri-
bution decreases with energy much faster than the Maxwellian distribution for the
same mean energy. For the Druyvesteyn distribution, the mean electron energy, and
so the electron temperature, is proportional to the reduced electric field:

Te(Druyvesteyn) ∼
(
E

N

)
. (35)

A detailed comparison of the two functions can be found in [85, 89]. The more
general situation of a low temperature nonequilibrium plasma with inelastic losses
cannot be described within the model cases νen = const or λe = const. No simple
analytical solution exists for the mean electron energy/electron temperature in this
case, but the electron temperature is always a monotonically increasing function of
the reduced electric field. The function depends upon the gas mixture composition,
the cross-sections of electron impact, the ionization degree, and so on. Note that the
term “effective electron temperature” is usually used if the distribution function is
not Maxwellian.

Solving the Boltzmann equation for the EEDF generally requires the use of nu-
merical methods. In most studies, a solution is sought in the form of an expansion in
spherical harmonics, considering the first two terms of the expansion. This is known
as the two-term approximation of the Boltzmann equation, given by:

f(v, t) = f (0)(v, t) + f (1)(v, t) cosΘ, (36)
where f (0) is the isotropic part of the solution, f (1) the anisotropic part and Θ the
angle between the directions of the electron velocity vector v⃗ and the electric field
vector E⃗. Electrons acquire energy from the electric field applied to the plasma.
Transferring this energy to atoms and molecules of the medium, which occurs most
frequently in elastic collisions, is hindered by the relatively small mass of the electron.
The energy fraction transferred during these collisions is δem = me/M where me is the
electron mass and M is the mass of the heavy particle participating in the collision.
The cross-sections of inelastic processes are generally smaller than elastic scattering,
but the electron may transfer a significant portion of its energy.

Although the fraction of energy transferred to an electron in collisions with heavy
particles δem is small, and the energy transfer in electron-electron collisions is very
efficient, δee ∼ 1, the effective (i.e., multiplied by the energy transfer fraction) fre-
quency of electron-electron collisions in weakly ionized plasma is generally much
lower than the effective frequency of electron collisions with heavy particles:
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νeeδee << νemδem. (37)

As a result, in weakly ionized nonequilibrium plasmas, the electron energy dis-
tribution function exhibits significant deviations from equilibrium, with the mean
electron energy substantially exceeding that of the heavy particles. In contrast, in
highly ionized plasmas, the EEDF tends to relax toward a Maxwellian distribution
(see [116] for a detailed discussion of the conditions and parameters governing this
transition).

The ratio of the anisotropic component f (1) of the EEDF to the isotropic com-
ponent f (0) is on the order of the ratio of the drift velocity vdr to the mean electron
velocity. In weakly ionized plasmas with a relatively low electric field, the drift veloc-
ity is much smaller than the mean electron velocity [85], therefore the influence of f (1)

can be neglected. The electron distribution function is close to Maxwellian in either
very weak electric fields (where the main energy exchange occurs in elastic collisions
with extremely low efficiency), or at high electron densities (where electron-electron
collisions efficiently bring the distribution to a Maxwellian state, even in the presence
of inelastic collisions).

Figure 9 presents a few examples of EEDFs calculated for different conditions.
The dimension [eV−3/2] is explained by a typical representation for the distribution
function: the curve for the EEDF on the graph is actually g(ϵ)/(ne

√
ϵ), see formulas

(26)-(29). The figure illustrates two important effects related to EEDF and plasma
chemistry. First, the electron energy distribution is a strong function of the reduced
electric field, E/N . At 50 Td, the EEDF strongly decays between 10 and 20 eV. At
200 Td, the strong decay corresponds to higher energies, 20-30 eV. Comparing with
the ionization thresholds (see Table (1)), it is possible to say that for 200 Td, the
EEDF will provide efficient excitation of electronic states of atoms and molecules.
Second, inelastic processes influence the shape of the EEDF significantly. Depending
on the gas mixture composition, the EEDF can be different. Taking a stoichiometric
H2:O2=2:1 mixture as a basis (solid orange and blue lines in Figure 9), we calculated
the EEDF for the H2:O2=2:1 mixture diluted in 50% argon (dash lines), and for the
same combustible mixture but this time diluted in 50% molecular nitrogen (dash
dot lines). The presence of an atomic diluent such as argon evidently increases the
population of the EEDF "tail" or, equivalently, increases the mean electron energy.
This is due to the smaller number of internal degrees of freedom in an atomic gas
compared to a molecular gas. The opposite effect is quite evident when observing
the EEDF for the case of molecular nitrogen dilution: around 4 eV, the EEDF at
E/N = 50 Td "dips". This dip is associated with the energy lost to excitation of
the nitrogen molecule vibrational states. Both effects are much more pronounced for
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Figure 9: Electron Energy Distribution Function (EEDF) at different reduced elec-
tric field, E/N = 50 Td and E/N = 200 Td. Solid lines — EEDF in the
H2:O2=0.668:0.332 mixture; dash line — EEDF in the H2:O2:Ar=0.334:0.166:0.5
mixture, and dash dot line — EEDF in the H2:O2:N2=0.334:0.166:0.5 mixture: (a)
in double logarithmic scale; (b) in semi-logarithmic scale. Cross-section of O2 dis-
sociation via electronically excited state with 6.1 eV threshold is shown in arbitrary
units in red on the plot.
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E/N=50 Td.
Thus, in chemically active mixtures, the E/N values and the gas composition

related to chemical kinetics influence the EEDF and must be taken into account.
Figure 9 also provides, as an example, a cross-section of O2 dissociation via electron-
ically excited state with 6.1 eV threshold. It is clearly seen that the "tail" of the
EEDF and the rising, near-threshold, part of the cross-section, correspond to the
same electron energies. The focus will now be on how to determine the rate con-
stants of electron-impact processes using the EEDF and the cross-sections of electron
collisions with atoms and molecules.

3.2.2 Cross-sections of electron collisions with atoms and molecules, rates
of electron-impact processes, and energy branching

There is a fundamental difference in the approach to treating the kinetics of a com-
bustion mixture in thermal equilibrium and the kinetics of a nonequilibrium plasma.
In the former, the excitation of internal degrees of freedom of reactants is seen as
a somewhat "exotic" phenomenon requiring separate consideration. In the latter,
however, this is seen as a common occurrence, treated in all situations. Indeed,
the typical adiabatic flame temperatures (the temperature of the products, after
the chemical reaction, neglecting heat losses to the surroundings) for stoichiometric
H2:air and CH4:air mixtures at atmospheric pressure are 2380 K and 2222 K respec-
tively. For comparison, the average electron energy in a weakly ionized plasma is on
the order of a few electronvolts, corresponding to a few tens of thousand of kelvins
whereas the gas temperature can be much lower.

The rates of ionization, internal (rotational, vibrational, electronic) excitation
and dissociation of gas molecules essential for plasma chemistry, are determined by
collisions with electrons. To characterize a collision, it is necessary to know its cor-
responding cross-section. Cross-sections can be measured or obtained via quantum
mechanical calculations. A cross-section of excitation/ionization is a function of elec-
tron energy. To "activate" a process, the electron energy must be higher than a given
value called "the energy threshold". The ionization energies given in Table 1 are ac-
tually ionization thresholds ϵionth , the minimum energy for stripping an electron from
an atom or molecule. The hierarchy of thresholds for inelastic collisions of electrons
with molecules can be written as:

ϵrotth ∼ (10−3−10−2) eV < ϵvibth ∼ (0.1−1) eV < ϵelth ∼ (3−10) eV < ϵionth ∼ 10 eV (38)

where ϵith is the threshold energy of the ith process and indexes "ion", "el", "vib"
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and "rot" stand for ionization and excitation of electronic, vibrational and rotational
levels, respectively.

Detailed information about excitation of different degrees of freedom of atoms
and molecules can be found in the literature, specifically tutorials [117, 118] and
books [119] describing the principles of plasma spectroscopy. The authors recommend
reading such references for more information on how excitation by electron impact
and the resulting transitions in atoms and molecules can be analyzed using the
fundamentals of quantum mechanics. This will not be discussed further as it falls
outside the scope of this article.

Ionization or excitation of molecules by electron impact is generally described by
reactions of the form:

e+ M → 2e+ M+; (39)

e+M → e+M∗. (40)

Unlike in equilibrium combustion chemistry, accounting for reverse processes is
not always necessary in this case. At low degrees of ionization, that is, 10−3 to 10−4

and below, the probability of the reverse reactions (39), (40) is negligible.
The rate of excitation (40) of internal degrees of freedom (rotational, vibrational,

or electronic excitation) is written as

d[M∗]

dt
= kne[M], (41)

where the rate constant k is defined as

k = ⟨σv⟩ =
√

2e

me

∞∫
ϵth

σ(ϵ)ϵf(ϵ)dϵ, (42)

and where σ(ϵ) is a cross-section of excitation and ϵth is a threshold energy.
The rate of excitation of internal degrees of freedom depends significantly on the

electron energy ϵ. Two parameters should be considered: the threshold energy ϵth
and the cross-section σ(ϵ). Excitation of a certain level, dissociation, or ionization,
is impossible until at least some electrons acquire energy above the threshold value
of a particular process:

ϵ ≥ ϵth. (43)

Due to the large difference in excitation thresholds of individual levels by electron
impact, comparing the emission intensity of two optical transitions corresponding
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to molecular bands with significantly different excitation energies/cross-sections can
serve as a measure of electron energy (or reduced electric field E/N) [120–122]. The
most commonly used optical transitions are the second positive system (SPS) of
molecular nitrogen, N2(C3Πu) → N2(B3Πg), and the first negative system (FNS),
N+

2 (B2Σ+
u ) → N+

2 (X2Σ+
g ). The thresholds of direct excitation by electron impact of

the higher states N2(C3Πu) and N+
2 (B2Σ+

u ) are equal to 11.03 eV and 18.6 eV, respec-
tively. As an illustration of the dependence of the rates of electron-impact processes
on the reduced electric field, figure 10a shows the rate constants of excitation of
N2(C3Πu) and the ionization of N2 by electron impact, with thresholds of 11.03 eV
and 15.6 eV, respectively.

Knowledge of the rate constants of individual processes in a gas mixture allows
one to calculate the proportion of each process in the overall energy balance. Much
like the rate constants, this proportion is a function of the reduced electric field. The
energy share of all the different processes as a function of the reduced electric field
is known as the energy loss fractions or the energy branching [13,114].

An example of this energy branching calculated for H2:O2:Ar=2:1.2 mixture [123]
is shown in Figure 10b. At low electric fields, 10−20 Td, about 55% of the energy goes
into the vibrational excitation of H2. This energy either participates in the chemical
reactions, or is released as heat on characteristic timescales of VT-relaxation, τV T .
This range of reduced electric fields is typical for the positive column of a glow
discharge [85]. This channel decreases significantly with E/N , down to only 5% at
100 Td. In the same field range, about 10 Td, effective excitation of low electronic
states can occur, for example O2(a1∆g), ϵth = 1.2 eV. This long-lived state can
significantly affect the kinetics of chemical reactions [16, 124]. However, it is less
efficient compared to oxygen atoms produced by dissociation by electron impact
[125, 126]. Dissociation of O2 and H2 via electronically excited states is designated
as “diss O2” and “diss H2”, respectively. It is seen that the corresponding fractions of
energy loss increase with increasing E/N up to a maximum at approximately 100 Td.
This is common for different mixtures. For example, in CnH2n+2:O2:Ar, n = 1 − 5
mixtures, up to 80% of the energy goes into oxygen dissociation [127, 128] for the
considered range of electric fields. The ionization of atoms and molecules becomes
dominant at E/N > 500 Td.

It should be noted that plasma does not possess exceptional selectivity in the
excitation of internal states of atoms and molecules the way that laser radiation
does. However, in practical applications, the choice of the reduced electric field can
ensure dominant excitation of certain states, which is well illustrated in Figure 10b.
The high electric fields are, however, incompatible with high electron density: as
the electron density increases, the electric field decreases. Typically, in the range of

39

Page 39 of 76 AUTHOR SUBMITTED MANUSCRIPT - PSST-107024.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



Figure 10: Reduced electric field E/N governing processes in plasmas: (a) rate con-
stants of excitation of N2(C3Πu) (threshold 11.03 eV) and ionization of N2 (threshold
15.6 eV); (b) energy branching (fraction of energy spent for a given process) calcu-
lated for H2:O2:Ar=2:1:2 mixture [123].
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hundreds of Td, one will find thin electrode layers (e.g. the cathode and anode layers
of a glow discharge) and discharges where the gas residence time in the discharge
region is limited due to the geometry (e.g. dielectric barrier discharges (DBDs) when
each microdischarge lasting tens of nanoseconds closes onto a new region of the
dielectric surface) or due to conditions such as rapid gas flow through the plasma
zone. Transient plasmas of nanosecond discharges are characterized by high electric
fields and at the same time high electron densities, and so, are excellent candidates
for efficient dissociation.

3.2.3 Dissociation of molecules by electron impact in plasma

Electron impact is able to stimulate dissociation of molecules by both vibrational and
electronic excitation. Vibrational excitation happens to a few lower vibrational levels;
then the dissociation proceeds via a non-direct multi-step process of V-V (vibrational-
vibrational) exchange allowing molecules "to climb" a ladder of vibrational levels up
to the dissociation threshold. This process is shown to be effective for some molecules,
in particular for CO2 [129,130]. More theoretical information on this subject can be
found in [89].

Dissociation through electronic excitation can proceed in just one collision but
needs higher electron energies and so higher E/N values in the discharge. Different
scenarios of dissociation [89] are schematically presented in Figure 11 and described
below:

• Mechanism A is a direct excitation of a molecule from the ground state to a re-
pulsive state followed by dissociation. As far as the electron energy significantly
(few electron volts) exceeds the dissociation threshold, the reaction products
can be high-energy neutral fragments ("hot atoms"). These hot atoms quickly
increase the gas temperature via thermalizing collisions.

• Mechanism B is a direct excitation of a molecule from the ground state to an
attractive state of energy higher than the dissociation threshold ϵD, resulting
in dissociation. The products are non-excited fragments.

• Mechanism C is a direct excitation of a molecule from the ground state followed
by radiative transition to a low-energy repulsive state and dissociation. The
energy of the dissociation fragments in this case is similar to those of mechanism
A.

• Mechanism D starts similar to mechanism C but is followed by radiationless
transfer to a highly excited repulsive state and dissociation. This mechanism
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Figure 11: Mechanisms of dissociation through excitation by electron impact [89].

is usually referred to as predissociation.

• Mechanism E is similar to mechanism A and consists of direct electronic exci-
tation from the ground state to a repulsive state with the difference that the
repulsive state is higher in energy and the products are electronically excited
fragments of the initial molecule.

The characteristic time of electron collisions with molecules is short, τe ∼ 10−16 s.
It can be estimated by dividing the molecule’s size by the electron’s velocity. This
time τe is much shorter than the lifetime of molecules in either stable or unstable
excited states. Consequently, dissociation by a single electron collision should be
viewed as a two-step process: excitation, by electron impact, of a transition state
and its subsequent decay.

It is interesting that the world’s first experimental study of a transitional complex
of a chemical reaction was precisely in the case of a dissociation. This experiment
investigated the photo-dissociation process of the ICN molecule under the action of
femtosecond laser radiation [131]. It resulted in Zewail being awarded the Nobel Prize
in Chemistry in 1999 "for his studies of the transition states of chemical reactions
using femtosecond spectroscopy." The CN buildup time measured in this already
classical experiment [131] was reported to be 600± 100 fs.

In nanosecond discharges in air and N2:O2 mixtures [125, 132–134] at high elec-
tric fields, the maximum oxygen dissociation rate is achieved through dissociation
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by direct electron impact. However, in the early afterglow, dissociative quenching
reactions of excited nitrogen molecules by O2 become the dominant process [135]:

N2(A
3Σ+

u ,B
3Πg, a

′1Σ−
u ,C

3Πu) + O2 → N2 +O(3P) + O(3P,1D) (44)

The combined efficiency of these two processes enables fast, (tens of nanoseconds)
[132] and significant (up to 100%) oxygen dissociation in nanosecond discharges [132,
134].

The Soviet school of plasma chemistry has provided detailed already classic re-
views on dissociation in nonequilibrium plasma [113,136,137]. It is the sincere belief
of one of the authors of this article that the ideas presented in these texts (only
partially translated [136] at the time of writing) hold great importance for the com-
munity and should be made available in English to the global community of scientists.
The reviews by Slovetsky [113,137] consider both existing methods for measuring dis-
sociation cross-sections of molecules in plasma and a detailed quantum-mechanical
approach to their calculation. Below, the mechanisms of dissociation of oxygen, hy-
drogen and methane by electron impact in gas discharges are discussed, according
to [136,137] and corresponding cross-sections are provided.

It is important to draw on related areas of plasma physics, as they can provide
valuable insights and methods for the study of low-temperature plasmas. In this
context, the website of the neutral gas transport Monte Carlo code EIRENE [138,
139], developed since the 1980s to investigate neutral gas transport in magnetically
confined plasmas (currently including ITER), contains numerous detailed articles
and reports spanning the period from 1994 to the present. In particular, these
reports provide thorough quantum-mechanical analyses of ionization and dissociation
processes in hydrogen and hydrocarbons, as well as generalized analytical formulas
for the rates of these reactions (see, for example, [140]).

3.2.3.1 Dissociation of molecular oxygen

Electrons colliding with unexcited oxygen molecules can lead to dissociation due to
transition to the repulsive branches of the potential curves of all states, converging to
the first and second dissociation thresholds – 5.1 and 7.08 eV – O2(C1Σu), O2(A3Σ+

u ),
O2(3Πg), O2(3Πu), O2(1Πg), O2(5Πg), O2(5Πu), and O2(B3Σ−

u ). The cross-section of
dissociation of O2(X3Σ−

g , v = 0) by electron impact through electronically excited
states is presented in Figure 12.

Near the dissociation threshold, a significant contribution comes from the excita-
tion of forbidden O2(A3Σ+

u ) state with a threshold defined as the energy difference
between the ground-state minimum and the vertical intersection with the upper
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potential curve, around 6 eV. The main contribution to the total dissociation cross-
section of oxygen through excitation of the electronic-vibrational levels by electron
impact is via the excitation to the O2(B3Σ−

u ) state at about 8 eV. Autoionization
states (states with excitation energy greater than the ionization energy) provide sig-
nificant, up to 50%, input at electron energies higher than 30 eV.

The forbidden molecular transition O2(X3Σ−
g ) → O2(A3Σ+

u ) corresponds to very
weak absorption bands in the region 250-300 nm, so-called Herzberg I band. Transi-
tion O2(X3Σ−

g ) → O2(B3Σ−
u ) is an allowed Schumann–Runge system, well-known in

plasma physics and combustion. This molecular transition is responsible for a strong
temperature-dependent molecular bands absorption in 175-200 nm which transforms
to continuum below 175 nm, and is responsible for existence of the vacuum ultraviolet
(VUV) region in atmosphere of our planet [141].

3.2.3.2 Dissociation of molecular hydrogen

The lowest excited triplet state of molecular hydrogen H2(b3Σ+
u ) is unstable. Excita-

tion of this level, as well as H2(a3Σ+
g ) and H2(c3Πu), from which cascade transitions

to H2(b3Σ+
u ) are observed, lead to dissociation. Additionally, transitions to repulsive

branches of the potential curves of the H2(B1Σ+
u ), H2(C1Πu) and H2(B’1Σ+

u ) states
result in dissociation with the appearance of excited atoms. Transitions to H2(D1Πu)
with subsequent spontaneous predissociation, as well as decay from a number of Ryd-
berg states, including autoionization states, also lead to dissociation with production
of excited atoms.

The dissociation of hydrogen therefore varies with the electron energy (see Fig-
ure 13): at low electron energies, it occurs via excitation of the triplet states; and
at energies above 50 eV, dissociation via higher electronic states with formation of
excited atoms becomes the dominant mechanism.

3.2.3.3 Dissociation of methane

The total dissociation cross-section of methane, reconstructed from the data of [143]
in the reviews [136,137], is shown in Figure 14. Subtracting from this curve the dis-
sociative ionization cross-section yields the cross-section of CH4 dissociation through
electronically excited states. This curve, in turn, represents the sum of the disso-
ciation cross-section through excitation of allowed transitions and the dissociation
cross-section resulting from excitation of forbidden transitions. In effect, any excita-
tion of electronic levels of CH4 that does not lead to ionization, results in dissociation.
In this case, near the excitation threshold, the contribution of partial dissociation
cross-sections through excitation of forbidden optical transitions becomes significant.
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Figure 12: Cross-section of dissociation of O2(X3Σ−
g , v = 0) by electron impact

through excited electronic states, recreated from [136,137]: 1 – total cross-section; 2
– via B3Σ−

u state; 3 – ∆ϵ = 6.1 eV; 4 – ∆ϵ = 10.29 eV; 5 – ∆ϵ = 9.9 eV. Autoionization
levels: 6 – ∆ϵ = 15.3 eV; 7 – ∆ϵ = 16.8 eV; 8 – ∆ϵ = 12.9 eV; 9 – ∆ϵ = 19.7 eV;

Similar conclusions were drawn in [137] for other saturated hydrocarbons, namely
ethane and propane. Note that limited information published by the same author is
available in English: for example, [144] is devoted to the analysis of the mechanisms
of dissociation of hydrocarbons containing 1 to 6 C-atoms, by DC, high-frequency
and microwave discharges.

3.2.4 Specific energy deposition and G-value

While it is an important variable, the reduced electric field is only one of multiple
similarity parameters of a gas discharge. There may be situations where, for a given
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Figure 13: Total and partial dissociation cross-sections of H2(X1Σ+
g , v = 0) by

electron impact through excited electronic states recreated from [136,137]: 1 – total
cross-section measured in [142]; 2 – via b3Σ+

u state; 3 – via a3Σ+
g state; 4 – with

production of excited atoms H(2P ) and H(2S), at least by 50% via B’1Σ+
u , B1Σ+

u ,
and C1Πu states; 5 – sum of the partial cross-sections (2)-(4).
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Figure 14: Total and partial dissociation cross-sections of CH4 by electron impact
recreated from [136, 137]): 1 – total cross-section of dissociation, symbols – data
according to [143]; 2 – dissociative ionization cross-section; 3 – total dissociation
cross-section through electronic-vibrational levels; 4 – through excitation of allowed
transitions; 5 – through excitation of forbidden transitions.

field, the specific energy deposition in the plasma (SED, the energy divided by the
number of particles) varies extensively. A simple example of this is the nanosecond
fast ionization wave (FIW) discharge [133, 145]. For the same high-voltage pulse on
the electrodes, the SED in the case of a 20 mm diameter discharge tube is around
10−3 eV/particle [145], but reducing the diameter to 2 mm leads to an increase to
ω = 1− 3 eV/particle [133]. As a result, for a 30 ns high-voltage pulse, the electron
density in spatially uniform homogeneous plasma can vary from ne = 1011 − 1012

cm−3 [145] to ne = 1015 cm−3 [133] in different set-ups.
Another important parameter is the G-factor (or G-value), defined as the energy

(in eV/particle) required to form a given particle, or its reciprocal (in particles/eV).
G-values are used to compare plasma-chemical processes in different discharges. Cal-
culating the G-value is not simply a matter of taking the threshold energy or the
individual cross-section of the considered process: the G-value takes into account the
energy expenses for all processes according to different pathways for a given electric
field and deposited energy. It can give, for example, the energy required to form an
oxygen atom.

Note that a significant increase in the specific energy delivered to the system at
high E/N values may alter the system kinetics [133]. While the plasma remains
in nonequilibrium, the elevated electron density and enhanced collisions of excited
species with neutrals, other excited particles, and electrons can significantly impact
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the plasma chemistry.

3.2.5 Fast gas heating

Nonequilibrium low temperature plasmas are often considered a medium where re-
action rates are independent of the gas temperature. This can be true in particular
cases such as low SED weakly ionized plasmas, but in general this is not correct,
especially in combustion applications or any other process sensitive to temperature.
In this case, the heat released in collisional relaxation from excited/charged heavy
particles in plasma and afterglow must be taken into account. Two mechanisms
are identified, fast gas heating (FGH), mainly via excited electronic states of atoms
and molecules, and vibrational-translational (VT) relaxation, the latter taking place
several orders of magnitude slower than the former.

Fast gas heating can drastically impact the chemistry on a very short timeframe.
For example, a discharge initiated by a high-voltage pulse of 6 kV in amplitude in
a 4-mm gap at atmospheric pressure air preheated to 1500 K produces a temper-
ature increase of about 900 K within 30 ns, corresponding to a fast heating rate
of 5 · 1010 Ks−1 [132]. Figure 16 reproduces synchronized measurements of voltage
(re-calculated to E-field), current, temperature measured by optical emission spec-
troscopy (OES) from the transition of the 2+ system of molecular nitrogen, N2(C3Πu)
→ N2(B3Πg), and densities of excited species measured by absolute emission spec-
troscopy or cavity ring-down spectroscopy. Results of numerical calculations of gas
temperature and O–atom density from [146] are presented by curves (1) and (2),
respectively, in the same figure.

Note that in plasma-assisted combustion in the presence of N2, the 2+ system is
the most often used transition to measure the temperature by OES. Unlike in com-
bustion where the thermodynamic equilibrium conditions imply that emission from
rotational lines provides direct information about the gas temperature, in plasma it
is necessary to analyze whether the rotational temperature is equilibrated with the
bulk temperature of the gas. The general principles of this analysis can be found
in [152,153]; an analysis related to nanosecond discharges can be found in [133]; and
a model to infer the gas temperature from the measured rotational temperatures of
excited N2 species is presented in [153].

A recent review [21] analyzed energy transfer and fast gas heating in air to-
gether with the limited data in combustible mixtures. Figure 16 reproduces the
fraction of total energy delivered to plasma spent on fast gas heating, ηR. The
value of ηR is a function of the reduced electric field in the discharge and practi-
cally does not depend upon the electron density and gas pressure. Calculations [21]
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Figure 15: Synchronized measurements of discharge current, voltage, temperature,
O-atoms density, N2(A3Σ+

u ), N2(B3Πu), N2(C3Πu) densities in air excited by nanosec-
ond repetitive pulsed (NRP) discharge with 0.67 mJ/pulse. The measurement of
N2(A3Σ+

u ) is an average value over 50 ns [132]. Curve (1) on the temperature plot
and curve (2) on [O]–atoms plot are the results of numerical calculations adapted
from [146].
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are in good agreement with the experimental data [132, 147–151], possible overesti-
mates of experimentally measured ηR at 200-1000 Td being discussed in [21]. It is
seen that the energy fraction spent on FGH increases with E/N from about 10%
at 100 Td to 30% at 200 Td. The energy efficiency of FGH calculated with the
model of Popov [125, 154] is given by curve (I) in figure 16; the maximum theoret-
ically possible value ηmax

R (E/N) = 100% − ηdiss(E/N) is given by curve (II). Here,
ηdiss is the fraction of the discharge energy spent to dissociate nitrogen and oxy-
gen molecules, calculated using BOLSIG+ code [114] assuming that quenching of
electronically excited states N2(A3Σ+

u , B3Πg, C3Πu, a’1Σu) by molecular oxygen re-
sults in O2 dissociation. The most important processes leading to fast gas heating
are the following reactions [21, 135]: quenching of N2(C

3Πu) by molecular oxygen;
quenchiPashen’s law, derived for a static breakdown voltage, separates the region
between “no discharge” (below the curve) from the region of “Townsend discharge”
(above the curve). The Townsend mechanism describes a glow discharge, when sepa-
rate electron avalanches provide a uniform pattern. In the case of pulsed voltage, the
situation changes. Streamer mechanism of breakdown dominates when the electric

Figure 16: Fraction of energy spent on fast gas heating ηR (or the energy efficiency of
FGH) as a function of E/N [21]. Symbols represent the experimental data: 1 - [147],
2 - [148], 3 - [132], 4 - [149], 5 - [150], 6 - [151]; lines are the results of calculations [21].
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field in the head of a single avalanche becomes comparable to the external electric
field. The modified Pachen’s law should take into account an overvoltage (percent of
voltage above a static breakdown threshold) as a function of pd. More details about
triggering and development of pulsed discharges can be found elsewhere [105]. ng
of N2(B

3Πg) by molecular oxygen; reactions involving charged particles; dissociation
of N2 molecules by electron impact followed by quenching of N(2D) atoms; quench-
ing of excited O(1D) atoms by N2; dissociation of O2 molecules by electron impact;
quenching of excited N2(A

3Σ+
u ) and N2(a

′1Σ−
u ) molecules by O2.

Theory and practical data for VT-relaxation are not discussed in this review and
can be found in [155,156].

3.2.6 Notions of different equilibria

Over the course of this review, several different types of equilibria are described.
Both plasma and combustion physics will have their own definitions, this section
therefore aims at presenting all major definitions in one place.

A plasma is said to be in thermal equilibrium (TE) when the temperature Th of
heavy species, neutral and ions, is equal to the temperature of the free electrons, i.e.
Th = Te. These temperatures are also called the translational temperatures because
they are related to the kinetic energy of translational motion , not to the excitation
of internal degrees of freedom. It is important to emphasize that plasmas in thermal
equilibrium may feature nonequilibrium population distributions of electronic, vi-
brational and rotational levels, since those are controlled by chemical reactions that
may not be equilibrated. Thus, in thermal equilibrium, one may have electronic,
vibrational and rotational temperatures that differ from Th = Te.

Chemical equilibrium (CE) corresponds to the case where all chemical reactions
are equilibrated, including those involving atomic or molecular species in excited
internal energy levels (electronic, vibrational and rotational).

The plasma is in Local Thermodynamic Equilibrium (LTE) when the system is
both in thermal and chemical equilibrium locally (i.e. in small volume elements):
LTE = TE + CE. In Local Thermal Equilibrium, the plasma composition and the
distribution over the internal energy levels can then be obtained directly from the
local pressure and temperature. In LTE plasma, however, the radiative field is not
necessarily in equilibrium, and as a result the plasma spectrum features discrete lines
of atoms and molecules.

Finally, if the plasma is in thermal, chemical and radiative equilibrium (i.e. no
net emission or absorption), the system is said to be in Complete Thermodynamic
Equilibrium (CTE). The radiation emitted by the plasma is then of the blackbody
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type. To imagine CTE plasma, [89] suggests that the plasma volume must be large,
such that its central part is homogeneous and not sensitive to boundaries. In fact,
CTE plasmas typically require large volumes and high pressures. They are usually
not obtained in typical laboratory experiments, but rather in large system such as
the core of the Sun.

n pure combustion applications, it is generally considered that the gas is in ther-
mal equilibrium, which implies that chemical kinetics can be described by a single
temperature. In gas discharges, however, the applied electric field accelerates the
free electrons, resulting in electron temperature higher than the gas temperature.
The relation between the electric field and the electron temperature is discussed in
section 3.2.1. Thus the kinetics of gas discharges are generally described by a combi-
nation of rate constants depending either on the gas temperature or on the electric
field.

3.3 On numerical modeling of plasma chemistry

Since the scope of this review is limited, we do not address self-consistent two-
dimensional modeling of gas discharges that simultaneously solve transport equations
for charged and neutral species, Poisson’s equation for the electric potential, and the
electron energy conservation equation, coupled with detailed plasma chemistry. The
most extensive data are available for non-reactive gases; the reader is referred to the
review [157], which discusses the physics of streamer discharges from both exper-
imental and modeling perspectives. In modern plasma physics, 2D simulations of
gas discharges in combustible mixtures with full plasma kinetics are actively being
developed; for instance, an atmospheric-pressure streamer in a hydrogen–air mixture
is modelled in [158]. Codes that have been developed and validated over decades
within research groups often become internationally recognised and widely used in
different groups over the world, such as nonPDPSIM [159,160]. Recently, openly ac-
cessible 2D parallel plasma solvers with detailed chemical kinetics have also emerged,
see PASSKEy website [161,162]. This work’s scope will however focus on 0D kinetics
and on available plasma chemistry solvers.

3.3.1 Overview of kinetic solvers for nonequilibrium plasmas

Calculations of EEDF in molecular gases appeared in the literature in the 1960’s and
1970’s. A detailed analysis of Boltzmann equation solvers for the EEDF in stationary
fields, calculation results and review of previous works on numerical determination
of EEDF, as well as analysis of energy branching in atomic and molecular gases up to
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1980 can be found in [112]. Since then, research groups have used various databases
and original codes and approaches [163] to solve the Boltzmann equation.

One of the early codes, which became widely known and frequently cited, is Glob-
alKin [164,165]. The code consists of three main modules: a reaction chemistry and
transport module, a Boltzmann equation solver for the electron energy distribution
(EED), and an ordinary differential equation (ODE) solver module. The Michigan
Institute for Plasma Science and Engineering (MIPSE) website [166] provides links
to numerous scientific studies in which calculations were performed using GlobalKin.
The website also hosts a large collection of video seminars by experts, spanning
from 2009 to 2025. These seminars constitute a valuable resource for the study and
understanding of low-temperature plasma physics..

Over 20 years ago, scientists from LAPLACE (Laboratoire Plasma et Conver-
sion d’Energie, Toulouse, France) initiated the development of a numerical code to
solve the Boltzmann equation (26) to make it accessible to all specialists in the
field of low temperature plasma physics [114]. BOLSIG+, the solver developed by
that group [167], provides steady-state solutions of the Boltzmann equation for elec-
trons in a uniform electric field using the classical two-term approximation, and has
been used by a generation of scientists. The solver considers different growth mod-
els, quasi-stationary and oscillating fields, electron-neutral collisions, and electron-
electron collisions. Currently, BOLSIG+ is the most commonly used freeware for
solving the Boltzmann equation.

To use BOLSIG+, one needs the value of the electric field and a set of cross-
sections. At least the cross-sections of elastic collisions are needed to calculate the
EEDF: they define the shape of the electron energy distribution function in general.
Cross-sections of inelastic collisions are responsible for the deformation of the EEDF
in intervals of energy corresponding to different inelastic processes. It is the users’
responsibility to validate their chosen sets of cross-sections. Cross-section sets in
the database of BOLSIG+ are open-source and users should always verify if they
are correct and complete, which should be done by correlation with data known in
the literature. For example, for molecular nitrogen, a review of the electron-impact
cross-sections can be found in classical papers [168, 169] or more recent papers con-
taining calculations [170] and experiments [171]. Completeness is checked by swarm
parameters, namely by comparing the calculation results with known experimentally
measured drift velocity and the first Townsend coefficient. The users should also,
especially at high electric fields, check how the cross-sections are extrapolated to the
region of high electron energies.

The BOLSIG+ code calculates swarm parameters, EEDFs, reaction rates and
energy branching (by dividing the energy loss coefficients by the sum of “elastic
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power" and "inelastic power") as a function of the reduced electric field. The rates
of electron-impact reactions thus obtained can be used for calculations of 0D kinetics
or as a part of advanced self-consistent 2D numerical codes.

The role of LAPLACE scientists in the development of low temperature plasma
over the last 30 years deserves to be emphasized: in 2010 the Gaseous Electronics
Conference (GEC), a major international conference for the low temperature plasma
science community, initiated the Plasma Data Exchange Project, PDEP [172]. The
heart of the PDEP was the open-access website, LXCat [173, 174], developed by
researchers at LAPLACE. LXCat is a platform for archiving and manipulating col-
lections of data related to electron scattering and transport in cold, neutral gases,
organized in databases provided by individual members or institutions of the low
temperature plasma community.

They also developed ZDPlaskin [175], a free software to calculate plasma chem-
istry. This came about as a bit of a revolution, as the user-friendly interface provided
easy access to modeling to the community, especially to experimentalists. It has now
been more than 10 years that plasma experiments can be built in an iterative man-
ner, with predictive modeling on the same time scale, providing better control and
better experimental planning.

Both BOLSIG+ and ZDPlasKin are Fortran 90 codes. In ZDPlasKin, the list of
species and reactions is provided by the user and re-formatted into a Fortran module
that interfaces to an ordinary differential equation (ODE) solver. Reaction rates for
electron collisions with atoms and molecules are calculated using BOLSIG+. Finally,
the compiled code calculates the time evolution of species densities and reaction rates.

To continue the description of the set of tools available to calculate plasma chem-
istry, the open-source C++ code Pump-Kin (pathway reduction method for plasma
kinetic models) [176], compatible with the output format of ZDPlasKin, was devel-
oped to reduce complex plasma kinetic mechanisms.

There are other free solvers of the Boltzmann equation. In particular, the LoKi-
B [177–179] solver, developed recently by a group of scientists at IST-Lisbon, is an
open-source simulation MATLAB tool solving a time and space independent form
of the Boltzmann equation, for non-magnetized, nonequilibrium, low temperature
plasmas excited by DC or RF electric fields. Similar to BOLSIG+, LoKI-B accepts
input files with electron scattering cross-sections obtained from the LXCat open-
access website [174].

Reference [179] compares, using the capabilities of the LoKI software, two cases:
(i) a time-dependent formulation of the Boltzmann equation that considers an in-
trinsic time evolution for the EEDF; and (ii) a “standard” quasi-stationary approach,
where the time-independent form of the Boltzmann equation is solved for different
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reduced electric fields during the pulse. These cases are solved for different rise times
of the electric field and for two pressures, 1 Torr and 1 bar. Significant differences
were observed between non-stationary and stationary solutions at low pressures and
fast (about nanosecond) changes of the electric field. The differences are most signif-
icant at the rising front of the pulse. Calculations [179] are performed for relatively
low electric fields, not higher than 45 Td.

BOLtzmann equation solver Open Source library (BOLOS) [180] is another im-
plementation based on the same algorithm as BOLSIG+ [114] but built in Python.
It also accepts input files with electron scattering cross-sections obtained from the
LXCat open-access website. The goal, described by the author, is to allow for sim-
pler integration into other codes and automated pipelines, and to allow users across
different operating systems to also benefit from the solver.

Already classical paper [181] provides a criterion of applicability of the stationary
solution of the Boltzmann equation. A quasi-stationary description of the EEDF,
swarm parameters and rate constants is valid when

τϵνϵ >> 1, τϵ ∼
(
1

E

∂E

∂t

)−1

. (45)

Parameter νε, or frequency of energy relaxation, can be found by taking into account
all collision processes for a given gas composition. This frequency, as a function of
the electron temperature between 0.01 and 10 eV, can be found in [182] for H2O,
CO2, C3H8, CH4, CO, H2 and O2, and in [183] for N2, O2, air, CO2 and Ar. From
analysis of the equation (45) it follows [181] that, at atmospheric pressure, T = 300 K
and E/N ∼ 100 Td, the correction to the ionization rate constant in nitrogen does
not exceed 0.25% – so can be considered as negligibly small. Note that a publication
[184] of the LoKI group shows no difference in ionization in a pulsed nanosecond
discharge in 10 Torr air with a maximum electric field of 300 Td, the ionization
being calculated by time-dependent and stationary LoKI solvers. Recent paper [185]
provides detailed comparative analysis between local-energy approximation (LEA),
local-field approximation (LFA) and Monte-Carlo (MC) time-dependent calculations
of processes in pulsed nanosecond plasmas. As far as plasma-assisted combustion
is associated with relatively high gas pressures and electric fields, a quasi-stationary
description of the EEDF can be used.

More information about the freeware solvers available in the field of low tem-
perature plasma, including demonstration of their tests, can be found in the recent
topical review “Foundation of plasma standards”, section “Open source and publicly
available codes” [186].

Looking at efforts made into merging the plasma and combustion tools, the au-
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thors note that the sequential use, of BOLSIG+ for the electron energy distribution
function (EEDF), a home-made ODE solver for plasma kinetics, and a combustion
ODE solver such as CHEMKIN, which integrates chemical reaction mechanisms over
time, was reported over 15 years ago [127] for CH4-C5H12 based mixtures. This
work focused on linking electron-impact kinetics calculated with BOLSIG+ to the
ChemKin-Pro solver and was published in 2015 [187]. This approach incorporated
electron energy loss and inelastic collision rates into combustion reaction files for low
temperature air, H2–air, and hydrocarbon–air plasmas sustained by nanosecond pulse
discharges. ChemKin-Pro is now a commercial software provided by ANSYS [188].
Over the past decade, the open-access code Cantera [189] has emerged as a widely
used tool for solving the ordinary differential equations for combustion kinetics, with
guidance and tutorials available [190]. A few representative examples from recent
years show how plasma kinetics can be incorporated into combustion solvers based
on Cantera. In [191], the effect of nanosecond discharge on the combustion character-
istics of ammonia is investigated over a wide range of mixture properties and plasma
settings. Reference [192] provides, for CH4/O2/N2 mixtures, a zero-dimensional
solver, tracking energy from the electrical input to thermal and chemical effects
and identifying key plasma-activated pathways such as vibrational-translational re-
laxation, fast gas heating, and O2 and fuel dissociation. Another recent paper [193],
combining SENKIN code [194] and ZDPlaskin, study the ignition delay and NO
emission characteristics of the NH3/N2/O2 mixture under the influence of a nanosec-
ond pulsed/DC hybrid plasma. Finally, ChemPlasKin [195], combines an electron
Boltzmann solver with Cantera to compute time-resolved species concentrations and
gas temperature in air, hydrogen-containing, and methane-containing mixtures un-
der nanosecond pulse plasma, capturing both chemical kinetics and plasma-induced
heating, including fast gas heating and slower vibrational–translational relaxation.
More examples of modeling linking plasma and complex combustion systems can be
found in the second part of this review [25].

3.3.2 On a practical side: why ready-to-use kinetic mechanisms are not
available nowadays in the field of low temperature plasma science?

The difference between combustion kinetics and plasma kinetics is that in combus-
tion, large, well-tested mechanisms were developed a few decades ago (see section
2.2.3 for details). These mechanisms use the gas temperature as the main parameter
for Arrhenius rate constants. In some specific cases, rate constants can also depend
on the pressure. In general, these mechanisms are quite universal and describe well-
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defined, experimentally observed parameters, such as the ignition delay time. In
plasma, no standard kinetic mechanisms exist, and each researcher must personally
investigate the kinetic domain of interest. Large kinetic mechanisms and databases
were created about 30 years ago for atmospheric physics (these data are compiled
in [196]) and for gas laser physics. Reviews of reaction mechanisms for atmospheric
gases can also be found [197] on the website of the International Union of Pure and
Applied Chemistry (IUPAC), the web-resource on chemical nomenclature, terminol-
ogy and standardized methods for measurement. Looking at the last decades, the
most commonly used kinetic mechanism for air is the one of Kossyi et al. [198]. As
underlined in Plasma Roadmaps 2017 review [5] by Pitchford and Turner, a kinetic
mechanism is more than an assembly of rate constants. A mechanism is designed to
predict certain species densities under specified conditions and will have been tested
(‘validated’) by comparison with suitable experiments (‘targets’). These aims will
inform the selection of both the species and reactions represented in the mechanism,
as well as the choice of target experiments. They also say that the low temperature
plasma literature is replete with discussions of mechanisms for many different gas
mixtures, but intercomparisons are generally difficult because of the disparity in the
discharge conditions considered. At present, the low temperature plasma community
lacks recommended mechanisms, developed and validated to the same level of detail
as combustion mechanisms. Driven by the increasing cross-disciplinarity of plasma
physics, the community should aim to invest into improved intercommunication. The
goal should be to produce these comprehensive and accurate mechanisms, both to
push the field forward but also to lower the barrier to entry into plasma physics for
scientists and engineers of other fields.

4 Conclusion

To conclude, Part 1 of the Foundation paper “Plasma-Assisted Combustion: Tutorial
Review” summarizes the available review articles and books on plasma-assisted com-
bustion, covering the period from 2006 to the present. Over the past two decades,
this field has evolved from the initial demonstrations of plasma-assisted ignition of
combustible mixtures and gas flows in laboratory conditions to advanced real-time
diagnostics, complex numerical modeling and experimental engine prototypes.

The tutorial presented in the first part offers readers fundamental insights into
combustion and plasma physics, with a particular focus on low temperature plasma
physics essential for understanding the field of plasma-assisted combustion. Given
the limited format, the authors emphasize citations of original research papers and
monographs to ensure that interested readers have access to the most relevant sources
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Figure 17: Typical powers and flow velocities in combustion applications. The orders
of magnitude are indicative.

for further education in this area.
As a transition to the second part of this article, which discusses concrete ap-

plications of plasma-assisted combustion, figure 17 describes the different ranges of
velocity in the combustion region and power for different processes. This illustrative
plot, which should be interpreted with caution, serves as a visual aid to readers un-
familiar with real-life applications of combustion, and demonstrates the vast range
of combustion speeds and power levels relevant to industrial and technical applica-
tions—spanning at least five to six orders of magnitude. Research in plasma-assisted
combustion is ongoing in several of these fields to tackle issues relevant to each,
demonstrating the versatility and wide domain of applicability of PAC. The diagram
implicitly contains more parameters than just speed and power. In particular, the
gas density plays a crucial role in determining the development of gas discharges and
resulting plasma properties. It is important to note that the energy release in com-
bustion reactions is extremely high, which is why combustion remains the primary
energy source on Earth. The role of plasma is not to replace combustion but to mod-
ify ignition or combustion in a controlled manner, influencing this highly energetic
process with a minimal part of its energy—less than a fraction of a percent. These
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and other critical aspects are discussed in the second part of this foundation paper,
which focuses on progress in mechanisms and applications of PAC [25].
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