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Abstract
With as many as 2000 satellites per year forecast to be launched over the next decade, onboard
propulsion systems will become increasingly important for ensuring both mission success and a
sustainable space environment. Plasma-based electric propulsion systems are particularly attractive
because of their high fuel efficiency, but due to challenges with conventional propellants such as
xenon, a strong interest in viable alternatives has emerged. One such alternative is iodine, which in
addition to space-based applications, is also of use in a number of ground-based industrial applic-
ations such as plasma etching. With a lower cost, higher global production output, and a reduced
ionization threshold compared with xenon, iodine has the potential to meet current and future
space industry demand while also providing improved propulsion performance. Furthermore, iod-
ine is a solid at typical ambient conditions with a high storage density. However, iodine is chemic-
ally reactive with many common materials and has a more complex plasma chemistry that includes
molecular dissociation, attachment to form negative ions, and several ionization processes creat-
ing positive atomic and molecular ions. This topical review provides a comprehensive overview of
iodine within the context of plasma applications and also serves as a useful data source for various
thermodynamic properties, collision cross-sections, and iodine-surface interactions. In addition
to discussing the physical and atomic/molecular properties of iodine, we also highlight important
theoretical, numerical, and experimental work in the field and discuss the current state-of-the-art:
including the space flight heritage of iodine-fueled propulsion systems and remaining research/-
technical challenges.

1. Introduction

Iodine is a versatile substance that has a wide range of uses from wound dressings and disinfectants, to
additives in common table salt [1]. However, within a plasma physics context it is still relatively new and
has only received increased attention over the last ten years or so largely because of its possible viability
as an alternative propellant for space propulsion [2]. High-performance electric propulsion systems such
as gridded ion and Hall thrusters have successfully been used in space for more than 60 years [3]. While
mercury propellant was chosen for the first gridded ion thrusters tested on the SERT-I spacecraft in 1964
[4], toxicity concerns eventually led to a shift towards xenon within the space community [5], and which
has subsequently become the nominal propellant of choice.

As a propellant, xenon offers a number of strong advantages [3, 6]. Firstly, it is a noble gas that is
nonreactive and compatible with most materials. It also has a high average atomic mass (131.3 u) and
a relatively low ionization threshold energy (12.13 eV). A high atomic mass is usually favored for grid-
ded ion and Hall thrusters as it yields a higher thrust-to-power ratio and thruster electrical efficiency
[7]: important factors as most spacecraft are power limited and so a higher thrust can reduce maneuver
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Figure 1.Mass density of xenon, krypton, and argon as a function of pressure at a temperature of 20 ◦C [8]. The black dashed
line shows the expected density for xenon from the ideal gas law, while the solid red line shows the density of iodine under ambi-
ent conditions.

duration. Xenon also exhibits very attractive storage properties, as illustrated in figure 1 which shows
the mass density as a function of pressure at a temperature of 20 ◦C. For pressures above approximately
6MPa, xenon undergoes a phase transition from a gas to a supercritical fluid and its density increases
substantially (particularly when compared with that expected from the ideal gas law; black dashed line in
figure 1). A higher density implies a smaller storage tank size, which is again an advantage for spacecraft.

Xenon however presents several challenges. It is a relatively rare gas and production is through
fractional distillation of air: a process that is time consuming and energy intensive. For example, for
every 1000 metric tons of oxygen produced, only 1.2 kg of xenon are obtained [9]. Consequently, xenon
can be relatively expensive (of the order of $5000 per kg) and global production is limited to around
50–60 metric tons per year [10]. This creates several emerging problems for the space industry. The rise
of satellite constellations [11] has resulted in many hundreds, or even thousands, of satellites requiring
onboard propulsion systems, and while economies-of-scale can be used to reduce satellite production
costs, such cost savings usually do not extend to the propellant [12]. With the trend towards smaller
satellites [13], and with such satellites often being launched via ride-share options or in batches, many
satellite operators are looking at further reducing satellite costs. This includes having stand-alone propul-
sion systems that can be delivered pre-fueled and without any expensive or highly specialized propellant
loading equipment being needed: a disadvantage with xenon because of its high storage pressure. Aside
from representing a general explosion risk, high-pressure propellant storage can also cause potential blo-
wout problems during launch (because of launch loads and intense vibrations), particularly for CubeSats
launched via rideshare. Consequently, low-pressure propellant storage is ideally preferred where possible
[14].

Cumulatively, between 17 000 and 300 000 satellites are forecast to be launched over the next
10 years [15, 16], and with the vast majority requiring onboard propulsion, space industry demand for
xenon alone may outpace supply. Considering that the estimated average satellite mass is about 300 kg
[16], and that the required propellant mass for missions in low-Earth orbit can represent as much as
11%–18% of the satellite mass [17], each satellite may require between 30 and 60 kg of propellant.
Conservatively assuming 2000 satellites launched per year, the amount of xenon needed is between 60
and 120 metric tons per year: equal to or higher than current global production. Furthermore, this
ignores the demand for xenon from other sectors such as the semiconductor, medical, and lighting
industries, as well as large science experiments searching for dark matter [18]. While the above estimate
is naturally very simplified and makes several assumptions, it nonetheless highlights the potential scale of
the problem. Demand for xenon can also lead to strong market fluctuations, and for several deep-space
science missions, xenon needs to be stockpiled in advance to prevent market collapse [10]. In the lead
up to the war in Ukraine that broke out in 2022, the xenon market experienced a strong disruption (see
figure 2) as Ukraine and Russia account for about 25%–30% of the world’s xenon and krypton supply.
This disruption initially caused a surge in market prices because of the drop in supply, although prices
later stabilized as many industries dipped into their rare-gas reserves, invested in gas recycling technolo-
gies, or switched to alternatives.

The above challenges with xenon have provided a strong motivation to search for viable alternat-
ive propellants. Within the short term, krypton has emerged as an obvious candidate [12], and more
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Figure 2. Cost of xenon as a function time indicating the strong market disruption caused by the war in Ukraine. Data taken from
[19].

recently, even argon [20]. However, while the cost of krypton and argon are approximately one and
two orders of magnitude lower than xenon respectively, their physical properties are less attractive. For
example, both gases have lower atomic masses of 83.7988 u and 39.948 u, and higher ionization threshold
energies of 14 eV and 15.76 eV. Consequently, the thrust-to-power ratio and electrical efficiency of the
propulsion system is lower, which implies that either more satellite power is required, or that maneuver
duration increases. Furthermore, the mass density of krypton and argon are much lower than xenon
(even at high pressures), as seen in figure 1. Thus, not only does the storage tank size increase, but also
the tank mass. This can then affect satellite design and launch costs.

An emerging alternative propellant that can address current concerns is iodine [2, 21, 22], which is
also of interest for several ground-based applications such as plasma etching [23]. Located just adja-
cent to xenon in the periodic table of elements, it has a similar atomic mass of 126.9 u, and a lower
atomic ionization threshold of 10.45 eV [24]. As a result, similar or even higher performance to xenon
can be obtained. Figure 3 shows a photograph of a typical iodine plasma discharge where its character-
istic yellow color is seen. The cost of iodine is approximately two orders of magnitude lower than xenon
(although the price can depend strongly on the required purity), and global production sits at about
30 000 metric tons per year [25]: i.e. almost 500–600 times higher than xenon. Chile is the largest sup-
plier of iodine (which is extracted from caliche ore) and accounts for almost two-thirds of global pro-
duction. Japan is the second largest producer contributing roughly 30%, followed by Turkmenistan and
Iran with approximately 3% and 2% respectively. With such a large global output, iodine has the poten-
tial to more than satisfy current and future space industry demand. However, the advantages of iodine
go further as it is typically a solid at ambient conditions. It therefore has a higher storage density (see
figure 1) and does not require pressurization. This significantly reduces the size and mass of the storage
tank and overall propulsion system. These cost reducing factors make iodine particularly attractive for
satellite constellations.

Iodine does however present certain difficulties, which most likely explains why it is only now being
seriously considered as a propellant. Firstly, being stored as a solid complicates propellant delivery and
flow control to the thruster. Secondly, iodine is significantly more chemically reactive than xenon and
can corrode many common materials such as iron or aluminum [27]. Finally, while xenon is an atomic
gas with a relatively simple plasma chemistry, iodine is initially in a molecular state and has a complex
chemistry that includes collisional reactions such as dissociation into atomic iodine, and the formation
of negative ions because of its high electron affinity [26, 28]. Until quite recently [29–31], many of the
electron impact cross-sections for these reactions were not known. Consequently, a significant amount
of research work has since occurred to study basic and applied iodine plasmas. Nonetheless, despite this
recent progress, large uncertainties in cross-section data and reaction mechanisms still remain.

This topical review is dedicated to a comprehensive overview of iodine within the context of low-
temperature plasma physics, while also acting as a single source of useful fundamental data (such as
reaction cross-sections). We begin with a brief discussion on the history of iodine and highlight its
physical and thermodynamic properties in section 2. We then introduce relevant iodine plasma chem-
istry (including both atomic and molecular reactions) in section 3, and iodine-surface interactions in
section 4. Section 5 is then devoted to iodine plasma applications and important theoretical, numerical,
and experimental research that has been conducted. A discussion of iodine propulsion testing in space
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Figure 3. Photograph of a low-pressure iodine plasma produced in the PEGASES thruster prototype. Reproduced with per-
mission from [26].

and possible emerging environmental considerations are presented in section 6. We then end by identi-
fying remaining challenges and further required research in section 7, before providing a final outlook
in section 8. Where possible, all fundamental data is either provided in the paper, or is available on the
Zenodo repository [32].

2. Properties of iodine

2.1. Overview
Atomic iodine, I, is a non-metallic element of the halogen family that appears in Group 17 of the peri-
odic table. The only stable isotope is iodine-127. Under standard conditions, iodine exists as a diatomic
molecule, I2, with two iodine atoms covalently bonded together. It is a bluish-black solid and has a glit-
tering crystalline appearance. It has a moderate vapor pressure at room temperature, and in an open
vessel, it slowly sublimates to a deep violet vapor that is irritating to the eyes, nose, and throat. Iodine
melts at a relatively low temperature of 113.7 ◦C, and boils at 184.3 ◦C. The triple point temperature
was recently determined to a high level of precision as 113.314± 0.005 ◦C [33]. Iodine was discovered
by the French chemist Bernard Courtois in 1811 and was named two years later by Joseph Louis Gay-
Lussac after the Ancient Greek word Iώδης , which means ‘violet’. Atomic and molecular term symbols
are described in appendices A and B, while important thermodynamic properties for the solid, liquid,
and gas phases are given in table 1. Additional properties are provided in section 2.3.

2.2. Physical properties
2.2.1. Vapor pressure
The evolution of iodine vapor pressure as a function of temperature is illustrated in figure 4. The earli-
est measurements, dating back to before 1926, were compiled from the International Critical Tables
[34], noting significant uncertainties in pressures for temperatures below 0 ◦C. Several vapor pressure-
temperature relationships can be employed, such as the common Dupré formula derived by integrat-
ing the Clausius–Clapeyron equation assuming that the heat of sublimation can be linearized. Gillespie
and Fraser extended the vapor pressure measurements in 1936 and proposed the following empirical
equation for the vapor pressure-temperature relationship [35]:

log10 p = −3512.830

T
− 2.013 log10T+ 18.37972, (1)

where p is the iodine vapor pressure in units of (Pa), and T is the temperature in (K).
Further measurements were conducted in the 1960s for temperatures between 43 ◦C and 80 ◦C,

and which yielded values approximately 10% lower than previous measurements [36]. Dupré’s law was
slightly modified by Lindenberg [37], but the resulting values remained very similar to those given by
the original relation. Additionally, the hyperfine transitions of molecular iodine in the visible spectrum
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Table 1. Example thermodynamic properties of iodine.

Property Value

Temperatures

Melting point (θm) 386.85 K
Boiling point (θb) 457.45 K
Triple point 386.464K, 12.1 kPa

Solid phase

Density (298K) 4.933 g cm−3

Enthalpy of sublimation (298K) 245.9 kJ kg−1

Heat capacity (0.1MPa, 298.15 K) 214.5 J kg−1 K−1

Thermal conductivity (298K) 0.449Wm−1 K−1

Electrical conductivity 8× 10−8 Sm−1

Thermal diffusivity 4× 10−7 m2 s−1

Thermal effusivity 689.3W s1/2 m−2 K−1

Liquid phase

Enthalpy of fusion 61.1 kJ kg−1

Heat capacity (0.1MPa, 386.75 K) 313.4 J kg−1 K−1

Gaseous phase

Enthalpy of vaporization 163.8 kJ kg−1

Heat capacity (I2: 0.1MPa, 298.15 K) 145.3 J kg−1 K−1

Heat capacity (I: 0.1MPa, 298.15 K) 163.8 J kg−1 K−1

Figure 4. Iodine vapor pressure curve. The data markers correspond to different experimental measurements: blue circles [34],
orange squares [35], green up triangles [36], red left triangles [40], purple right triangles [39], and brown down triangles [41] for
the liquid phase only. The variation of vapor pressure for solid iodine is determined from equation (1) and is represented by the
black curve, while that for the liquid phase is obtained using equation (2) and is represented by the red curve. The red and blue
dotted vertical lines represent the melting and boiling temperatures respectively.

were recommended as standard frequencies by the Bureau International des Poids et Mesures (BIPM)
[38–40]. In this high-resolution spectroscopy work, pressure effects leading to spectral broadening of
laser absorption lines were measured with high precision. These pressure-dependent broadening meas-
urements (for temperatures from 0 ◦C down to −22 ◦C), are consistent with Dupré’s law to within an
accuracy of the order of 4%.

In the liquid phase, the enthalpy of vaporization is lower than that of sublimation, resulting in a
smaller slope in the vapor pressure-temperature variation. In addition to the data in [34], measurements
published in 1979 [41] were fitted using a least-squares method to the Antoine equation with an average
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Figure 5. Visible absorption spectrum of I2. (a) Relevant potential energy curves. (b) Absorption cross-section for T= 300K as
a function of wavenumber taken from [57]. The I(2P◦

3/2
)+ I(2P◦

3/2
) and I(2P◦

3/2
)+ I(2P◦

1/2
) dissociation limits are indicated by

horizontal dashed lines in (a) and (b).

error of 0.66% for temperatures up to 263.2 ◦C:

log10 p = 9.24828− 1694.23

T− 58.32
. (2)

The above equation yields pressures similar to those found in recent reference tables for gases and
liquids (see for example [42]). Finally, it should be noted that when iodine is no longer in a controlled
vacuum cell (where most vapor pressure-temperature measurements are performed), but rather at atmo-
spheric pressure, the vapor pressure will be affected by the ambient pressure exerted on the solid or
liquid surface. A vapor pressure correction was established by Poynting [43] but remains negligible (a
difference of only 35 Pa at a temperature of 150 ◦C, for example).

2.2.2. Electronic spectroscopy of molecular iodine
Electronic spectroscopy of the iodine molecule was extensively performed in the second part of the 20th
century. In 1978, an atlas of the absorption spectrum of molecular iodine in the energy range 1.83–
2.48 eV was developed [44]. The study of the visible absorption spectrum of gaseous I2 became a clas-
sic molecular spectroscopy experiment for undergraduate students in physical chemistry to determine
spectroscopic constants [45]. Indeed, the vibrational-electronic spectrum of I2 in the wavelength range
between 500 and 640 nm displays a large number of well-defined bands. Near-ultraviolet (UV) and UV
transitions were also well studied [46, 47]. Optical transitions of molecular iodine are also referenced as
secondary frequency standards by the BIPM (around 515, 532, 543, 633, and 640 nm).

While known and studied for a century [48, 49], the visible spectrum of I2 was carefully invest-
igated by Tellinghuisen [50–53]. Three electronic transitions contribute to absorption in the visible
region between 400 and 650 nm, and which is continuous below 500 nm (∼2.48 eV) but shows pro-
nounced rovibrational structures between 500 and 630 nm (approximately 1.55–2.48 eV). These trans-
itions are from the ground state I2(X 1Σ+

g ) to the bound state I2(B 3Π(0+u )), correlated with the I(2P◦1/2)

+ I(2P◦3/2) dissociation limit, and the two lu states I2(A 3Π(1u)) and I2(C 1Π(1u)), correlated with the

I(2P◦3/2) + I(2P◦3/2) dissociation limit. Potential energy curves (see also section 2.2.3) for the above
molecular states are plotted in figure 5(a) which are taken from [54–56].

Recently, hyperfine spectroscopy studies have been carried out to develop an iodine atomic clock
for wavelengths around 532 nm [58]. Beyond 2.48 eV, the diffuse part of the absorption spectrum leads
exclusively to molecular photodissociation via the I2(B 3Π(0+u )) and I2(C 1Π(1u)) states. This region is
very interesting, in different ways, for absorption-based density measurements between a bound state
and the continuum, especially in a plasma where pressures and temperatures are different from what
they are in the normal gas phase. Contrary to optical transitions between bound states, the resonance
condition is independent of the gas velocity and there is no saturation related to the stimulated emission
at high laser intensities. It is also possible to detect the population of different rotational and vibrational
levels of molecular iodine without changing the laser wavelength. This peculiarity was used by Esteves
et al [26, 59] to directly measure the dissociation rate in iodine plasmas.

The effective absorption cross-section is well known experimentally at room temperature (see
figure 5(b)), thanks to the growing interest in the role that iodine chemistry plays in a number of
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Figure 6. Potential energy curve for the iodine ground state I2(X 1Σ+
g ) using the Morse approximation. Example vibrational wave

functions (with an arbitrary amplitude) are also shown.

atmospheric processes. The latest measurements of the absorption cross-section of iodine have been
reviewed in a technical report from the Jet Propulsion Laboratory-Caltech committee on standards for
atmospheric cross-sections [60] (see section 4H of the report). The recommended data are those com-
puted by Saiz-Lopez and Plane [57].

2.2.3. Vibrational states of molecular iodine
For a diatomic molecule, an important property of an electronic state is its potential energy curve
(energy as a function of the internuclear distance) as illustrated in figures 5(a) and 6. The curve can
have a minimum thus leading to a bound state (such as the blue curve in figure 5(a) with an equilib-
rium internuclear distance of re = 2.666Å [61] for the iodine ground state) or a repulsive state (such
as the green curve in figure 5(a) monotonically decreasing and leading to dissociation). For high inter-
nuclear distances, the potential energy curve reaches an asymptotic value synonymous with dissociation.
It has been found that the iodine ground state I2(X 1Σ+

g ) can be well approximated by a Morse potential
at low internuclear distances [47, 62], as illustrated in figure 6 (where the ground state potential energy
curve is repeated from figure 5).

Unlike atoms, diatomic molecules have two additional degrees of freedom which, until now, have
largely been ignored in the study of iodine plasmas: vibration and rotation. A bound electronic state of
a molecule is composed of several vibrational levels, which are quantized energy levels associated with
the motion of the two iodine nuclei in the molecule. In the case of the iodine electronic ground state,
over 60 vibrational levels are present. The first vibrational level, v= 0, has an energy of approximately
0.0133 eV (relative to the minimum of the potential energy curve), and the energy gap between the first
two levels (E1–E0) is about 0.0266 eV in the Morse potential approximation. The energy gap between
higher consecutive levels (Ev+1–Ev with v> 0) diminishes slightly with increasing vibrational level v
because the potential is anharmonic. Each vibrational level can be represented by a vibrational wave
function, whose radial profile is schematically drawn in figure 6 for several example levels. Note that
with the exception of v= 0, the vibrational wavefunctions exhibit maxima around the turning points of
the potential energy curve. The transition probability between two vibrational levels, according to the
Frank–Condon principle, occurs at a fixed internuclear distance. As a result, the transition probability is
higher when the overlap of the radial wave functions is maximized. This principle applies to both optical
transitions and collision-induced phenomena.

The distribution of iodine vibrational levels is plotted in figure 7 for three different temperatures
(300K, 900K, and 1500K) assuming a Boltzmann distribution and using spectroscopic data for the
energy of each vibrational level taken from [63]. At room temperature, the v= 0 level is by far the most
populated (>60%) and the first three v-levels are enough to account for more than 90% of the total
population. At 1500K however, the distribution is much more homogeneous and 11 v-levels are neces-
sary to account for 90% of the population. In iodine plasmas where gas temperatures above 1000K have
been measured [26], the first ten v-levels are therefore expected to be populated to a significant extent.

The iodine molecule can also be excited rotationally, and has a rotational constant of 4.67×
10−6 eV [61]. At 300K, the mean number of rotational levels for each v-level is 67. As of now, the
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Figure 7. Distribution of the I2 vibrational state population (assuming Boltzmann statistics) for the first 10 levels at temperatures
of 300K, 900K, and 1500K. Data for the energy of each vibrational level is taken from Herzberg [63].

effect of rotational excitation has been neglected in all iodine plasma studies. Additionally, no cross-
section data for electron impact rotational excitation of I2 is available. In the absence of such cross-
section data, approximate theoretical expressions for diatomic molecules can be used instead (see for
example [64, 65]).

2.3. Thermochemistry properties
While example thermodynamic and thermochemistry properties were given in table 1, these proper-
ties naturally vary with temperature and pressure, and this can be important for the operation of an
iodine-fed plasma system. In particular, properties such as the gas phase thermal conductivity, specific
heat at constant pressure, specific enthalpy, and viscosity, can be relevant to iodine gas flow, heating,
and plasma discharge modeling. The variation of thermal conductivity with temperature for both atomic
and molecular iodine is available from several sources based on experimental measurements or theor-
etical calculations. Example data from [66–68] is presented in figure 8 for the thermal conductivity and
viscosity. In the temperature range illustrated, the thermal conductivity of atomic, κI, and molecular, κI2 ,
iodine are well described by the following best-fit empirical expressions

κI = 5.307× 10−5T0.804
I , (3)

κI2 = 1.167× 10−5T0.969
I2 , (4)

with TI and TI2 the atomic and molecular iodine temperatures respectively in units of (K), and where
the thermal conductivity is in units of (W m−1 K−1). The empirical relation for I2 is similar to that
independently obtained in [69]. As seen in figure 8, the empirical relations are in excellent agreement
with available theoretical and experimental data in the indicated temperature range. Figure 8(b) shows a
comparison of the viscosity where similar good agreement is observed. Best-fit empirical expressions of
the atomic, µI, and molecular, µI2 , viscosity can be obtained using Sutherland’s law

µI = 3.252× 10−5

(
TI

233

)3/2( 233

233+TI

)
, (5)

µI2 = 4.424× 10−5

(
TI2

473

)3/2( 473

473+TI2

)
. (6)

Here the temperature is again in units of (K), while viscosity is in units of (Pa s). Note that thermal
conductivity and viscosity may also vary with pressure, but many experiments or databases only provide
values at a certain reference pressure (typically about 0.1MPa). The experimental data for the thermal
conductivity in figure 8(a) however corresponds to pressures between 26 and 59 kPa. Comparison with
the theoretical calculations performed at 0.1MPa show negligible differences in this temperature range.
Properties also naturally depend on the phase. Figure 9 provides a convenient summary of the phase and
temperature dependence of the thermal conductivity for I2 [70].
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Figure 8. (a) Thermal conductivity and (b) viscosity as a function of temperature for I and I2. The data markers correspond to
different theoretical or experimental measurements: green circles [68], purple up triangles [68], red squares [66], and red down
triangles [67].

Figure 9. Thermal conductivity of I2 in various states as a function of temperature. Data compiled by Ho et al [70].

Iodine plasmas operating at conditions where local thermodynamic equilibrium (LTE), or near-LTE,
is satisfied have so far been of limited interest, and so other transport properties, such as the electrical
conductivity, have not been required. Such properties are anyway more directly and accurately obtained
from non-equilibrium plasma discharge models (see for example [26, 28, 71] as well as section 5.3).
Other properties, such as the specific heat at constant pressure, cp, the specific enthalpy, h, and the spe-
cific entropy, s, may however be useful for understanding iodine gas flow dynamics or designing gas
flow systems. Such properties can be directly obtained from various databases (such as the JANAF tables
[72]), or approximated by the NASA Glenn 9-coefficient polynomials

cp (T)

R
= a1T

−2 + a2T
−1 + a3 + a4T+ a5T

2

+ a6T
3 + a7T

4, (7)

h0 (T)

RT
=−a1T−2 +

a2 lnT

T
+ a3 +

a4T

2
+

a5T2

3

+
a6T3

4
+

a7T4

5
+

b1
T
, (8)

s0 (T)

R
=−a1T−2

2
− a2T

−1 + a3 lnT+ a4T+
a5T2

2

+
a6T3

3
+

a7T4

4
+ b2, (9)

where h0 is a standard enthalpy relative to that at 298.15 K, and s0 is a reference entropy at a standard
pressure of 1 atm. The corresponding polynomial coefficients (i.e. a1, a2, etc) can be retrieved for I and
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Table 2. NASA Glenn coefficients for I and I2 for temperatures between 200–1000 K and 1000–6000 K.

Temperature range

Coefficient 200–1000K 1000–6000K

Atomic iodine, I

a1 1.698×102 −7.786× 105

a2 −2.716×100 2.303× 103

a3 2.517×100 2.887× 10−3

a4 −5.731×10−5 1.181× 10−3

a5 1.032×10−7 −2.264× 10−7

a6 −9.671×10−11 1.964× 10−11

a7 3.706×10−14 −6.244× 10−16

b1 1.211×104 −2.617× 103

b2 7.406×100 2.559× 101

Molecular iodine, I2

a1 −5.088×103 −5.633× 106

a2 −1.250×101 1.794× 104

a3 4.504×100 −1.723× 101

a4 1.371×10−4 1.244× 10−2

a5 −1.391×10−7 −3.333× 10−6

a6 1.175×10−10 4.125× 10−10

a7 −2.338×10−14 −1.960× 10−14

b1 6.213×103 −1.069× 105

b2 5.584×100 1.601× 102

Figure 10. Specific heat at constant pressure for I and I2. The black dashed line shows the theoretical value for a monatomic gas:
cp = 5R/2.

I2 from various sources, such as the NASA ThermoBuild software [73, 74], and are tabulated in table 2
for temperature ranges between 200–1000K and 1000–6000K. Once cp is known, the specific heat at
constant pressure, cv, can be found from the relation cV = cp−R, where R is the specific gas constant
(equal to 65.52 J kg−1 K−1 for I and 32.76 J kg−1 K−1 for I2). Figure 10 shows the specific heat as a func-
tion of temperature for pure I and I2. While there is some minor variation for I2, the specific heat is
effectively constant for I below 1000K, and is well approximated by the theoretical value for a mon-
atomic gas: i.e. cp = 5R/2.

If thermal dissociation occurs (see section 2.4), both I and I2 species may be present in a general
iodine gas flow. In this case, the total specific enthalpy and entropy can be computed from

h(T) =
∑
j

h0j (T)xj, (10)

s(T,p) =
∑
j

[
s0j (T)−Rj ln

(
pj
pref

)]
xj, (11)
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Figure 11.Measured dissociation fraction (data markers) from [78] as a function of pressure for various temperatures. The solid
lines show predicted fractions obtained using equations (13) and (14).

where the sum is over I and I2 species, pref = 1 atm is a reference pressure, and xj is the mass fraction of
species j.

2.4. Dissociation
Thermal dissociation of I2 leads to the formation of I according to the reaction: I2→ 2I. The equilib-
rium constant for partial pressures of this reaction, Kp, is a function of temperature only and is defined
as:

Kp =
p2I
pI2

= kBT
n2I
nI2

, (12)

where pI and pI2 are the atomic and molecular partial pressures respectively, and nI and nI2 are the cor-
responding number densities. By considering statistical physics and mass action laws, the equilibrium
constant can be expressed in terms of the partition function of atoms and molecules [75]. Using the
rigid rotator and harmonic oscillator approximation, and considering only the fundamental molecular
potential energy curve, the equilibrium constant is given by [76]:

Kp = K0T
3/2

(
1− e−Tv/T

)
e−D/T, (13)

with K0 = 2.26× 106 PaK−3/2, D the binding energy of the molecules (1.54 eV = 17 855K), and Tv the
vibrational temperature (313K). For temperatures above 1500K, the partition functions must be correc-
ted to account for excited electronic states and anharmonic spectroscopic constants [77].

The equilibrium constant allows the dissociation fraction, α= nI/(2nI2 + nI), to be determined from

α=

√
Kp

4p+Kp
, (14)

where p is the total pressure. Dissociation measurements [78] at different pressures and temperatures
are shown in figure 11, together with the predicted dissociation fraction from equations (13) and (14).
Despite the simplifying assumptions, the agreement is excellent.

In many plasma systems, the pressure is relatively low such that the predicted thermal dissociation
degree may be significant. Figure 12 shows the dissociation fraction as a function of temperature for
different representative pressures. For some electric propulsion systems, such as gridded ion or Hall
thrusters, the operating pressure can be less than 1 Pa, indicating that thermal dissociation may be sub-
stantial. However, it should be noted that equations (13) and (14) are strictly valid only for conditions
where thermodynamic equilibrium is satisfied, which is often not true for conditions relevant to electric
propulsion systems. In this case, plasma dissociation (such as via electron impact dissociation processes;
see section 3.3) may be more prevalent. The importance of thermal dissociation relative to plasma dis-
sociation has been compared in controlled capacitively coupled radio-frequency (RF) discharges [59]. At
low pressures, plasma dissociation dominates, but at higher pressures, thermal and plasma dissociation
appears similar.

11
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Figure 12. Thermal dissociation fraction as a function of temperature for different pressures.

If thermodynamic equilibrium is not satisfied, the thermal dissociation fraction may differ from that
predicted by equations (13) and (14). In this case, dissociation and recombination processes may need to
be directly treated from a more fundamental microscopic perspective. The relevant reactions are

A+ I2
(
X 1Σ+

g

)
−→ A+ 2I

(
2P◦3/2

)
, (15)

A+ 2I
(
2P◦3/2

)
−→ A+ I2

(
X 1Σ+

g

)
, (16)

where A represents either I or I2 (or indeed any heavy particle species that may be present, including
ions). The thermal dissociation and recombination rates are then given by nAnI2Kth,diss and nAn2IKth,recom

with nA the number density of species A, and Kth,diss and Kth,recom the thermal dissociation and recom-
bination rate coefficients. Several works have measured or compiled such rate coefficients as a func-
tion of temperature for different species A including Baulch et al [79] and Ip and Burns [80]. Following
Baulch et al:

Kth,diss = 1.37× 10−16 exp

(
−15250

T

)
m3 s−1, (17)

Kth,recom = 6.51× 10−46 exp

(
754

T

)
m6 s−1. (18)

Here the recommended values are based on various experimental measurements in the temperature
range 800–2000K (dissociation) and 290–1250K (recombination), and with A = Ar (argon) or A = N2

(molecular nitrogen) for dissociation, and A = Ar for recombination. In the absence of further data, it
seems practical to extend the validity of the above rate coefficients to A = I and A = I2.

3. Iodine plasma chemistry

3.1. Discharge composition
A wide range of neutral and charged particle species contribute to the overall dynamics of an iodine
plasma discharge, including atomic iodine (I), molecular iodine (I2), electrons (e−), positive and neg-
ative atomic ions (I+, I−), and positive and negative molecular ions (I+2 , I

+
3 , I

−
2 , I

−
3 ). These species can

exist not only in their respective ground states, but also in excited electronic states, and in the case of
molecules, excited vibrational and rotational states.

The foundation of ionization and molecular ion formation in halogen plasmas was established in
the early 20th century. In 1925, Mohler [81] provided some of the first systematic measurements of
electron impact ionization, while Hogness and Harkness [82] demonstrated the formation of molecu-
lar ions through charge-exchange and dissociative ionization processes, thus highlighting the importance
of molecular species in plasma environments. Further refinements in understanding negative ion form-
ation came from the work of Frost and McDowell [83], who investigated electron attachment processes
in halogens, emphasizing iodine’s strong electron affinity (3.06 eV) and its ability to form stable negative
ions. Iodine is very electronegative as studied in several pioneering works such as those of Healey [84],
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Table 3. Electron impact scattering processes for I. Here I∗ represents an excited state above the I(2P◦
3/2

) and I(2P◦
1/2

) states, while

n ⩾ 1 is an integer.

ID Reaction Process
Threshold
energy (eV)

B1 I(2P◦
3/2) + e− −→ I(2P◦

3/2) + e− Elastic scattering —
B2 I(2P◦

1/2) + e− −→ I(2P◦
1/2) + e− Elastic scattering —

B3 I(2P◦
3/2) + e− −→ I+ + 2 e− Ionization 10.451

B4 I(2P◦
1/2) + e− −→ I+ + 2 e− Ionization 9.5084

B5 I(2P◦
3/2) + e− −→ In+ + (n+ 1) e− Multiple ionization See table 4

B6 I(2P◦
3/2) + e− −→ I(2P◦

1/2) + e− Electronic excitation 0.9426
B7 I(2P◦

3/2) + e− −→ I∗ + e− Electronic excitation See table 5
B8 I(2P◦

1/2) + e− −→ I∗ + e− Electronic excitation See table 5

Buchdahl [85], Biondi and Fox [86–88], Truby [89, 90], Woolsey et al [91] or Emeleus and Coulter [92],
and can readily form negative ions (I−) via electron attachment, while negative molecular ions (I−2 , I

−
3 )

emerge through subsequent clustering reactions. However, at higher electron temperatures, such as those
encountered in many electric propulsion systems, multiple ionization pathways can become significant.
Successive ionization thresholds at 10.45 eV (I+), 29.58 eV (I2+), 59.15 eV (I3+), and 99.51 eV (I4+) can
lead to the formation of highly charged species, which dominate in high-energy environments. In con-
trast, molecular ions (I+2 , I

+
3 ) tend to dissociate at elevated temperatures due to electron-impact frag-

mentation, while negative ions undergo detachment and collisional destruction. The interplay between
these species governs key plasma properties such as particle transport, ionization-loss balance, and
recombination kinetics. Within the context of electric propulsion or materials processing applications,
sophisticated mathematical models are needed to understand these complex interactions, and to aid sys-
tem design and optimization. Such models require a broad range of input data that includes import-
ant species (both neutral and charged), collisional reaction processes, and collision cross-sections. This
section focuses on the underlying plasma chemistry relevant to iodine discharges, and which is required
not only for theoretical and numerical plasma models, but also the interpretation and analysis of cer-
tain diagnostics. A further discussion of mathematical models making use of this data is provided in
section 5.3.

3.2. Electron impact scattering: atomic iodine
For electrons colliding with atomic iodine, the main processes are elastic scattering (which primar-
ily changes the electron momentum) and inelastic processes such as ionization and electronic excita-
tion. Each of these reaction types are discussed further in the subsections below, and are summarized
in table 3. The spin–orbit coupling degeneracy of the atomic ground state results in the presence of an
‘excited’ state I(2P◦1/2) only 0.9426 eV [93] above the ground state I(2P◦3/2). Further details on the term
symbols for atomic iodine are given in appendix A (and for molecular iodine in appendix B). When
thermal dissociation occurs due to gas heating (see section 2.4), the I(2P◦1/2) state is always much less
populated than the ground state, which can easily be seen by considering the system to be in LTE. At
an example temperature of 1000K≈ 0.086 eV (and assuming Boltzmann statistics), the population dens-
ity ratio of the first excited state to the ground state is approximately 8.7× 10−6. For most applications
of current interest however, LTE is not satisfied and the electron temperature is much higher than both
the ion and neutral temperatures. Consequently, dissociation due to electron impact processes dominates
and can be significant. Since the electron temperature in many plasmas is of the order of 5 eV or higher,
the I(2P◦1/2) state may be highly populated and strictly speaking should be treated as a separate species in
any mathematical model. That being said, experiments in capacitive iodine discharges [94] have shown
that the density of I(2P◦1/2) states may be relatively low under some conditions due to collisional quench-
ing (see section 3.6).

3.2.1. Elastic scattering
Elastic scattering processes are indicated by reactions B1 and B2 in table 3. Total elastic scattering
cross-sections for I(2P◦3/2) and I(2P◦1/2) have been calculated by Ambalampitiya et al [31] up to elec-

tron energies of 100 eV. Data for I(2P◦3/2) is shown in figure 13. While the cross-section for I(2P◦1/2)
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Figure 13. (Reaction B1 in table 3) Comparison of electron impact total elastic scattering cross-sections for I(2P◦
3/2

) from avail-

able theoretical/numerical data in the literature. The orange circles show experimental data from Zatsarinny et al [96].

(not shown in figure 13) had not previously been calculated, the cross-section for I(2P◦3/2) can be com-
pared to earlier calculations (see figure 13). In 2007, Wu and Yuan [95] performed an 11-state close-
coupling calculation for the interaction between a slow electron and ground state atomic iodine using
the fully relativistic R-matrix method, although their study was limited to energies up to 8 eV. In 2011,
Zatsarinny et al [96] expanded this work by performing a combined experimental and theoretical study.
Experimental data was obtained by subtracting known cross-sections from measured data of a pyro-
lyzed mixed beam containing various atomic and molecular species. The calculations were conducted
using both the fully relativistic Dirac B-Spline R-matrix (BSR) method and an optical model potential
approach. Despite the complexity of the problem, the agreement between the theoretical predictions and
experimental data for angle-differential and angle-integrated elastic cross-sections at 40 eV and 50 eV was
found to be satisfactory.

Hamilton [29] also calculated total scattering cross-sections for I(2P◦3/2), providing valuable data that
was used in subsequent mathematical models by Grondein et al [71], Lucken [97], and Marmuse [98].
Lucken extrapolated the cross-section data at high energies using a log-linear law, while Marmuse used
a power law at high energies and a quadratic law at low energies (see figure 13). While most calcula-
tions are in close agreement for electron energies between 3 and 50 eV, there are significant discrepancies
below 3 eV. In particular, results differ by almost two orders of magnitude at 0.1 eV and the Ramsauer
minima occurs at different energies. Currently, no known data exists for the elastic momentum transfer
cross-sections (MTCSs) of either I(2P◦3/2) or I(

2P◦1/2).

3.2.2. Ionization
Figure 14 shows electron impact ionization cross-sections for I(2P◦3/2) taken from the literature. The
threshold energy is 10.451 eV, which is a value measured more than sixty years ago [24] and commonly
included in ionization energy tables of chemistry and physics handbooks. The only experimental data
dates back to 1987 with the work of Hayes et al [99], where measurements were obtained using a crossed
electron-beam fast-atom-beam method with an uncertainty of ±12%. Since then, at least nine different
works have provided theoretical or semi-empirical cross-sections. Margreiter et al [100] applied the semi-
classical Deutsch–Märk (DM) formalism, a semi-empirical method that fits parameters to experimental
data. Later, Huo and Kim [101] utilized an effective core potential orbital approach, while Joshipura
and Limbachiya [102] introduced the spherical complex optical potential (SCOP) model for ioniza-
tion calculations. Bartlett and Stelbovics [103] improved calculations based on the Born approxima-
tion by incorporating orthogonalized plane waves that enhanced the accuracy of cross-section predic-
tions. The Binary–Encounter–Bethe (BEB) model, originally formulated by Kim and Rudd [104], was
later employed by Ali and Kim [105], Hamilton [29], and Ambalampitiya et al [31], the latter integ-
rating effective-core potentials within Quantemol electron collisions (QECs) calculations. Vinodkumar
et al [106] and Naghma et al [107] expanded on the SCOP method by introducing the Complex
Scattering Potential-ionization contribution (CSP-ic) approach, which dynamically extracts the ionization
cross-section from the total inelastic cross-section. The most recent calculations from Hamilton [29] and
Ambalampitiya et al [31] appear the least consistent with experimental measurements (aside from the
work of Bartlett et al which overestimates the cross-section as the method used is expected to be accurate
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Figure 14. (Reaction B3 in table 3) Comparison of electron impact ionization cross-sections for I(2P◦
3/2

) from available data in

the literature.

mostly at high electron energies). However, this discrepancy is expected as the BSR calculations include
more coupled states which lead to a drop in the cross-section. As indicated in the zoomed region in
figure 14, the ionization cross-sections show a fairly significant spread in values (as high as a factor of
about two) for electron energies below 30 eV. Since the electron temperature in many iodine discharges
is of the order of 5 eV, these differences naturally lead to important variations in the corresponding ion-
ization rate coefficient (see section 3.7) which is crucial for plasma modeling.

Ionization from the I(2P◦1/2) state may also be important, and which would effectively represent a
two-step ionization process involving excitation followed by ionization:

I(2P◦1/2)+ e− −→ I+ + 2e−. (19)

No data is available for the above ionization reaction, however, since the ionization cross-section for
I(2P◦3/2) is known, several approaches can be employed to estimate it. For example, a common approach
involves applying scaling laws based on the difference in ionization threshold energies and using the fol-
lowing empirical relation

σiz,I(2P◦
1/2

) (ε)≈ σiz,I (ε+ εexc1,I)

[
εiz,I

εiz,I(2P◦
1/2

)

]2

, (20)

where ε is the electron kinetic energy, σiz,I and σiz,I(2P◦
1/2

) are the ionization cross-sections of the I(2P◦3/2)

and I(2P◦1/2) states respectively, and εiz,I and εiz,I(2P◦
1/2

) = εiz,I− εexc1,I are the corresponding ionization

threshold energies with εexc1,I the excitation energy of I(2P◦1/2). Here, the ionization threshold of I(2P◦1/2)

is shifted relative to that of I(2P◦3/2) as the minimum energy required for ionization is reduced accord-
ingly by the excitation threshold energy. As an alternative approach, extrapolations of ionization cross-
sections from chemically or electronically similar species may also provide reasonable estimates (e.g.
chlorine, bromine, or fluorine).

In many iodine discharges, single ionization is usually sufficient for modeling and diagnostics pur-
poses. However, in specific domains such as electric propulsion, where electron temperatures can reach
several tens of electron volts in some devices (such as Hall thrusters), multiple ionization processes may
become significant and should be considered to more accurately describe the plasma composition and
dynamics. Only three known studies provide data for multiple ionization [99, 103, 105]. Table 4 lists
the energy thresholds of the first four ionization processes with the corresponding cross-sections plot-
ted in figure 15. Hayes et al [99] again remains the sole experimental reference, reporting single, double,
and triple ionization cross-sections. Bartlett and Stelbovics [103] extended theoretical calculations up to
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Table 4. Threshold energies for electron impact multiple ionization: I(2P◦
3/2

)+ e− → In+ +(n+ 1)e−, for n ∈ {1,2,3,4}.

Process Threshold energy (eV)

Single ionization 10.451
Double ionization 29.58
Triple ionization 59.15
Quadruple ionization 99.51

Figure 15. (Reaction B5 in table 3) Comparison of direct electron impact multiple ionization cross-sections from available data in
the literature: I(2P◦

3/2
)+ e− −→ In+ +(n+ 1)e−, for n ∈ {1,2,3,4}.

quadruple ionization, while Ali and Kim [105] calculated indirect double ionization cross-sections (not
shown).

3.2.3. Electronic excitation and de-excitation
No experimental measurements of electronic excitation cross-sections for atomic iodine are known, and
additionally, there are few available theoretical calculations. Indeed, some early iodine plasma models
neglected excitation reaction processes because of this (see for example [108]). The earliest known theor-
etical calculation was performed by Hamilton [29] in 2015, and was subsequently used in several iodine
plasma models [71, 97, 98, 109]. In Hamilton’s work, excitation was treated as a single process given by
the following reaction:

I(2P◦3/2)+ e− −→ I∗ + e−, (21)

where I∗ is an effective lumped excited state accounting for all possible excitation levels above the
ground state and with an excitation threshold set to 0.9426 eV: i.e. the energy gap between the I(2P◦3/2)

and I(2P◦1/2) states. The calculation used the BSR method of Zatsarinny and Bartschat [110], together
with a close-coupling expansion and non-orthogonal bound and continuum orbitals. A plot of the com-
puted cross-section is shown in figure 16. As noted in [28], a challenge with this cross-section is that
it strongly underestimates electron energy losses in iodine plasmas at typical electron temperatures of
relevance to electric propulsion. This is because the threshold energy is roughly an order of magnitude
lower than the threshold energies of excited states above the first level (see table 5).

More detailed cross-sections were computed in 2021 by Ambalampitiya et al [31] who resolved indi-
vidual levels due to excitation from both the I(2P◦3/2) and I(2P◦1/2) states. A semi-relativistic Breit–Pauli
BSR (BPBSR) method was used [111–114] with either 10 or 25 target states in the close-coupling expan-
sion considered, and which are referred to as BPBSR-10 or BPBSR-25 respectively. This work was also
later extended to treat 29 target states (BPBSR-29). These new excitation cross-sections allow more soph-
isticated iodine plasma models to be built, and as shown in [26, 28], including the correct excitation
thresholds of the individual levels can be important. These plasma models have been validated with
experimental data and indicate that the theoretical cross-sections appear reasonable. Figure 16 shows
a comparison of the total excitation cross-sections, while figure 17 shows excitation cross-sections for
I(2P◦3/2) and I(2P◦1/2) to several higher states. The corresponding atomic configuration, term, and level
energy are summarized in table 5, where it is seen that the level energies are in reasonable agreement
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with those from the National Institute of Standards and Technology (NIST) [93], although the predicted
energy is slightly higher and two levels appear missing.

In many plasma models, detailed information on the evolution and dynamics of higher excited states
is not usually needed as the density of these states is typically much lower than the I(2P◦3/2) ground

state. However, as noted in section 3.1, it can be important to account for the I(2P◦1/2) state because
of its low threshold energy. This state is also metastable with a very weak radiative decay probability.
Higher excited state densities are usually very low in most plasma systems of current interest, but we
note that if this is not the case, or if modeling of emission spectra is required, then radiative processes
can become important. This was recently considered by Agrawl et al [115] who developed a collisional-
radiative model to study the atomic iodine emission spectra produced in a low-pressure inductive plasma
discharge.

In addition to excitation, electron impact de-excitation of the I(2P◦1/2) state should also be con-
sidered. While de-excitation cross-sections can easily be determined using the principle of detailed bal-
ance (see appendix C), for convenience we explicitly calculate this cross-section, and which is shown in
figure 17(a).

More recently, Agrawal et al [115] have computed excitation cross-sections of 340 fine-structure
levels for electron energies up to 500 eV. This work represents the largest known data set of excitation
cross-sections that spans most levels likely to be of interest in the near future. Cross-sections were cal-
culated using a fully relativistic distorted wave theory [116, 117], which is derived from a first-order
perturbation theory. Example cross-sections obtained with this method are compared with those from
Ambalampitiya et al [31] in figure 17, where reasonable agreement is found. Table 5 also lists the com-
puted level energies for the first 31 (and the last 3) excited states. Overall, the agreement with NIST
appears better than that of the BPBSR-29 model, although there are still slight differences and the ener-
gies of some states are higher than those from NIST. For convenience, the data in table 5 has been listed
in energy ordered format using the results from Agrawal et al [115]. As data for 340 levels was calculated
(and which is too large to list in this review paper), the reader is referred to [115] for information on
excited states above number 31. Similarly, as there are too many cross-sections to individually plot, we
only show some of the first levels in figure 17, while figure 16 shows the total excitation cross-section
summed over all levels.

Although [115] and table 5 provides many individual excitation levels which may be required in
some cases (such as collisional radiative models [115]), for many other models, such fine-grained detail
is not needed. Therefore, having to directly deal with tens or hundreds of excitation levels can be cum-
bersome, and so making use of a fewer number of lumped excitation levels can often be more prac-
tical and convenient. Esteves [26] proposed a series of effective lumped levels based on the BPBSR-29
data, and which are summarized in table 6. Here, the zeroth and first levels correspond to the indi-
vidual I(2P◦3/2) and I(2P◦1/2) states. However, higher excited states are grouped together into effective
lumped levels that consists of individual states summed together. The level energy is then set equal to
the threshold energy (based on the more accurate NIST values) of the lowest excited state included in
that lumped level. Based on the detailed individual cross-sections, the effective cross-section for the
lumped levels in table 6 can easily be obtained from the sum of individual levels. Similarly, rate coeffi-
cient can be calculated based on these cross-sections, as discussed in section 3.7.

3.2.4. Other processes
Aside from electron impact excitation of the I(2P◦3/2) and I(2P◦1/2) states, excitation of higher states can
also occur, although no known cross-sections are available and such reactions have been of limited
interest thus far.

3.3. Electron impact scattering: molecular iodine
In addition to electron impact elastic scattering, electronic excitation, and ionization, new reactions
emerge in collisions with molecular iodine including vibrational excitation and various dissociation pro-
cesses. Each of these reaction types are again highlighted in the subsections below and summarized in
table 7. The molecular ground state is I2(X 1Σ+

g ), with a further discussion of term symbols provided
in appendix B. Since all available scattering data is based on electron impact of the molecular ground
state, the term symbol will be omitted for convenience where possible and the ground state will simply
be denoted as I2.

3.3.1. Elastic scattering
Total elastic scattering and MTCSs for molecular iodine obtained from the literature are plotted in
figure 18. The first known calculation of the total elastic scattering cross-section was performed by
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Table 5. Energy ordered list of the first 31 (and last 3), excitation energy levels of atomic iodine following Agrawal et al [115]. Also
shown are the corresponding level energies from Ambalampitiya et al [31] and NIST [93], as well as the total angular momentum
quantum number, J, and level degeneracy, g.

Level energy (eV)

No. Configuration Term J g [115] [31] NIST

0 5p5 2P◦ 3/2 4 — — —
1 5p5 2P◦ 1/2 2 0.9687 0.9529 0.9426
2 5p4(3P2)6s

2[2] 5/2 6 6.7655 7.2015 6.7737
3 5p4(3P2)6s

2[2] 3/2 4 6.9881 7.3939 6.9546
4 5p4(3P0)6s

2[0] 1/2 2 7.5365 8.1898 7.5502
5 5p4(3P1)6s

2[1] 3/2 4 7.5878 7.9452 7.6647
6 5p4(3P2)6p

2[2]◦ 5/2 6 7.7717 8.1850 8.0473
7 5p4(3P2)6p

2[2]◦ 3/2 4 7.8121 8.2217 8.0577
8 5p4(3P1)6s

2[1] 1/2 2 7.8292 8.0447 7.8341
9 5p4(3P2)6p

2[3]◦ 7/2 8 7.8763 8.3228 8.1420
10 5p4(3P2)6p

2[3]◦ 5/2 6 7.9007 8.3373 8.1389
11 5p4(3P2)6p

2[1]◦ 7/2 8 7.9358 8.3503 8.1652
12 5p4(3P2)5d

2[3] 7/2 8 7.9699 8.3758 8.1848
13 5p4(3P2)5d

2[3] 5/2 6 8.0081 8.3867 8.1855
14 5p4(3P2)5d

2[1] 3/2 4 8.0784 8.4546 8.2270
15 5p4(3P2)6p

2[1]◦ 3/2 4 8.1305 8.4810 8.3146
16 5p4(3P2)5d

2[1] 1/2 2 8.1748 8.5757 8.3439
17 5p4(3P2)5d

2[4] 9/2 10 8.1923 8.6837 8.3970
18 5p4(3P2)5d

2[4] 7/2 8 8.3158 8.7887 8.5003
19 5p4(3P2)5d

2[2] 3/2 4 8.4002 9.0054 8.7229
20 5p4(3P2)5d

2[0] 1/2 2 8.4069 8.8971 8.5073
21 5p4(3P2)5d

2[2] 5/2 6 8.4185 9.0064 8.6976
22 5p4(3P1)6p

2[0]◦ 1/2 2 8.5620 8.9594 8.8650
23 5p4(3P2)7s

2[2] 5/2 6 8.6100 9.0545 8.9149
24 5p4(3P0)6p

2[1]◦ 3/2 4 8.6426 9.0841 8.9240
25 5p4(3P1)6p

2[2]◦ 5/2 6 8.6432 — 8.9925
26 5p4(3P0)6p

2[1]◦ 1/2 2 8.6491 9.0330 8.9038
27 5p4(3P2)7s

2[2] 3/2 4 8.6901 9.1104 8.9634
28 5p4(3P1)6p

2[2]◦ 3/2 4 8.7178 — 9.0269
29 5p4(1D2)6s

2[2] 5/2 6 8.7409 8.8837 8.5038
30 5p4(1D2)6s

2[2] 3/2 4 8.7567 8.8700 8.4991

...
...

...
...

...
...

...
...

337 5p4(1S0)9s
2[0] 1/2 2 13.7140 — —

338 5p4(1S0)7d
2[2] 5/2 6 13.8221 — —

339 5p4(1S0)5d
2[1] 3/2 4 14.5976 — —

Figure 16. (Reaction B7 in table 3) Comparison of the total atomic iodine excitation cross-section for I(2P◦
3/2

) from available

data in the literature.
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Figure 17. (Reactions B6–B8 in table 3) Comparison of the excitation cross-sections from Ambalampitiya et al [31] (blue lines)
and Agrawal et al [115] (orange lines) for the first two transitions from the I(2P◦

3/2
) ground state (top row), and the first two

transitions from the I(2P◦
1/2

) excited state (bottom row). Also shown is the de-excitation cross-section (dashed line; top left)

computed using the principle of detailed balance (see appendix C).

Table 6. Energy ordered list of effective lumped excitation levels based on the BPBSR-29 model [26]. The last column lists the number
of individual levels included in each effective level.

No. g Energy (eV) No. Levels

0 4 — 1
1 2 0.9426 1
2 18 6.7736 5
3 26 8.0473 5
4 82 8.1848 17

Hamilton [29] in 2015, and which was adopted—along with various extrapolations—by Grondein et al
[71], Lucken [97], and Marmuse [98]. Ambalampitiya et al [31] later provided new calculations for
both total elastic scattering and MTCSs covering a broad range of electron energies. This data was sub-
sequently used by Esteves [26], who extrapolated the data at both low (assuming a constant value) and
high (assuming an inverse power law) energies. This extrapolation procedure follows the methodology
introduced by Marmuse [98] and is consistent with the approach suggested by Tallents [118]. In 2020,
Yadav et al [119] introduced new cross-section calculations using the R-matrix method with two differ-
ent models: the static exchange plus polarization method and the configuration interaction technique
[120]. While these cross-sections align reasonably well with those of Ambalampitiya et al [31], the MTCS
is approximately five times larger. The magnitude of the MTCSs from both Ambalampitiya et al and
Yadav are significant and suggest that elastic backward scattering plays an important role for electrons
in I2. However, similar elastic angular scattering has not been observed in other halogen gases, such as
chlorine. Hence, further work is needed to clarify the role of electron momentum transfer during colli-
sions with I2.
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Table 7. Electron impact scattering processes for I2. Here I∗2 represents an electronically excited state above the I2(X 1Σ+
g ) ground state

(denoted simply as I2 for convenience), while v labels the vibrational level. Note that although the threshold energy for reaction C4 is
set equal to the dissociation energy of the molecular ground state, the actual energy may vary depending on the specific dissociation
pathway (see section 3.3.3).

ID Reaction Process
Threshold
energy (eV)

C1 I2 + e− −→ I2 + e− Elastic scattering —
C2 I2 + e− −→ I+2 + 2 e− Ionization 9.31
C3 I2 + e− −→ I(2P◦

3/2) + I+ + 2 e− Dissociative ionization 11.63
C4 I2 + e− −→ 2 I(2P◦

3/2) + e− Dissociation 1.542
C5 I2 + e− −→ I(2P◦

1/2) + I− Dissociative attachment —
C6 I2 + e− −→ I∗2 + e− Electronic excitation See table 8
C7 I2(v= 0)+ e− −→ I2(v> 0)+ e− Vibrational excitation ∼0.0266 per level

Figure 18. (Reaction C1 in table 7) Comparison of the total elastic scattering and momentum transfer cross-sections (MTCS) for
I2 from available data in the literature.

3.3.2. Ionization
No known experimental data is available for electron impact ionization of I2, although the ionization
threshold energy is well established at 9.31 eV (as experimentally determined by Cockett et al [121], for
example). In the absence of direct measurements, several theoretical and semi-empirical approaches have
been developed to estimate the ionization cross-section, and which are highlighted in figure 19. Among
them, Deutsch et al [122] introduced the defect concept method, while Probst et al [123] applied the
DM formalism, relying on semi-classical parameter fitting. Joshipura and Limbachiya [102] extended
the SCOP model, and the BEB model (initially formulated by Kim and Rudd [104]), was again later
employed by Ali et al [105] and Hamilton [29], with Ali et al incorporating the screening effect potential
method for improved accuracy. Yadav et al [119] refined the SCOP model further through the CSP-ic
approach, while Ambalampitiya et al [31] integrated effective-core potential effects within QEC calcula-
tions. In several of the above works, only the total ionization cross-section is determined, which is the
sum of direct and dissociative ionization processes

I2 + e− −→ I+2 + 2e−, (22)

I2 + e− −→ I(2P◦3/2)+ I+ + 2e−. (23)

Ionization cross-sections for each individual process are then established by assuming a constant,
energy-independent, branching ratio. For example, Ambalampitiya et al [31] assumed a ratio of 0.9 and
0.1 for each process respectively. Thus, the assumed iodine branching ratio represents an additional
uncertainty.

3.3.3. Dissociative processes
Aside from thermal dissociation discussed in section 2.4, electron impact dissociation is an import-
ant process that tends to dominate at low pressures. The only known dissociation cross-section is from
Hamilton [29], which is plotted in figure 20. The reaction threshold energy was fixed to 1.542 eV,
which corresponds to the dissociation limit of the molecular ground state [61]. The atomic dissociation
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Figure 19. (Reactions C2–C3 in table 7) Comparison of ionization cross-sections for I2 from available data in the literature.

Figure 20. (Reaction C4 in table 7) Dissociation cross-section for I2 from available data in the literature.

products were assumed to be in the I(2P◦3/2) ground state. Unfortunately, data is only available for elec-
tron energies below 10 eV, which is typically insufficient for an accurate description of most iodine dis-
charges. Several previous models have therefore extrapolated the data at high energy using either a log-
linear or inverse power law [26, 28, 97, 98]. Dissociation can be viewed as a multi-step process whereby
an electron first transfers energy to the molecule placing it into one of a number of possible bound
or repulsive excited states. Repulsive states can subsequently dissociate into a combination of different
I(2P◦3/2) or I(

2P◦1/2) atomic states, or even ionic states [124]. Information on these dissociation pathways
is not well known.

Dissociative electron attachment is a reaction whereby the incident electron initially becomes
attached to the molecule. The molecule then dissociates and the electron remains bound to one of the
resulting atoms to form a negative ion (I−). This reaction is particularly important in low-pressure
iodine discharges as it is the main process leading to the creation of negative ions. Figure 21 shows
a comparison of the dissociative electron attachment cross-sections from data available in the liter-
ature (obtained either experimentally, theoretically or with numerical simulations) spanning a wide
energy range from 0.01 to 100 eV. This includes early works by Healey [84], Buchdahl [85], Biondi and
Fox [86–88], and Frost and McDowell [83] (where the data were normalized to Buchdahl’s maximum
cross-section), subsequent works by Tam and Wong [125], Brooks et al [126], Kurepa et al [127] and
Pozdneev [128], as well as more recent evaluations by Hamilton [29] and Ambalampitiya et al [31]. The
cross-sections from Tam et al and Kurepa et al were normalized by setting the total attachment rate coef-
ficient at room temperature (obtained by integrating over a Maxwellian distribution) equal to the value
of Truby [89] (the I2 attachment rate coefficient has been measured several times and its dependence on
the gas temperature discussed in different works; see for example [84, 89, 90, 127, 129–132]). For ener-
gies below 1 eV, there is significant disagreement across all data sources. Caledonia et al [133] and Ayala
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Figure 21. (Reaction C5 in table 7) Comparison of dissociative electron attachment cross-sections for I2 from available data in the
literature.

et al [131] had already highlighted these discrepancies stating that the Biondi and Fox experiments [86–
88] were conducted in the presence of hydrogen iodide (HI), which is known to exhibit a large thermal
electron attachment cross-section. The presence of HI impurities may therefore account for the discrep-
ancies between their findings and those of other published works [83, 85, 89, 90]. Gallagher et al [132]
also heavily disregarded Healey’s results because of their disagreement with Brook’s data. As noted by
Ambalampitiya et al, the neutral atomic dissociation product is predicted to be the I(2P◦1/2) state, which
has largely been ignored in previous plasma modeling work (with the notable exception of [26]) and
which seems to be in contradiction with other works (see section 7.5).

Finally, dissociative ionization is another important dissociation reaction that was already highlighted
in section 3.3.2. From Ambalampitiya et al [31], the neutral atomic dissociation product is assumed to
be the I(2P◦3/2) ground state. The calculated threshold energy of 11.94 eV is similar to the sum of the
photoionization energy (about 8.9 eV; see [134]) and the electron affinity of atomic iodine (approxim-
ately 3.06 eV; see [135]). This is also close to the experimentally measured value of 11.63 ±0.05 eV [136].
Differences with the dissociative ionization cross-section originally calculated by Hamilton [29] are very
minor, although as noted in section 3.3.2, an assumption is made on the branching ratio of the different
ionization pathways.

3.3.4. Electronic excitation
The first known calculations of electron impact electronic excitation of I2 were performed by Yadav
et al [119], who considered six excited states: 3Πu, 1Πu, 3Σ−

g ,
1Σ+

g (two states), and 1Σ−
g . In 2021,

Ambalampitiya et al [31] performed similar calculations with four excited states: 3Πu, 1Πu, 3Σ−
g , and

1Σ+
g . Before these works, iodine plasma models did not account for molecular electronic excitation as no

cross-sections were available, and because the dissociation threshold energy is lower than the excitation
threshold energies such that excited states were assumed to become dissociated [97].

The levels and notations of molecular excited states used by Ambalampitiya et al [31] and Yadav
et al [119] differ from that used by other authors (see for example [137]). This is related to whether
relativistic effects are accounted for in the molecular potential calculations. The notation used by spec-
troscopists [61, 138] is much closer to that used by Poline et al [137]. It is not easy to exactly match the
states obtained by relativistic and non-relativistic calculations. Moreover, the threshold energies depend
on the calculation method used, which not only differs between authors, but also with precise spectro-
scopic measurements. This largely explains the discrepancies in table 8 which summarizes several excita-
tion reactions.

The sum of all molecular excitation cross-sections are plotted in figure 22. While the trends
agree quite well, the total cross-section from Yadav et al is about two times higher than that from
Ambalampitiya et al. As mentioned previously in section 3.2.3, if the density of excited states is import-
ant, or if emission spectra are needed (such as for diagnostic purposes), radiative processes need to be
considered. No known collisional-radiative models accounting for emission from molecular iodine exist,
although Prince et al [139, 140] have performed measurements to enable the development of such mod-
els, particularly within the context of diagnosing iodine thruster plumes. Prince et al have measured
apparent excitation cross-sections for photoemission from iodine plasmas for wavelengths between 300
and 1050 nm. Emission was observed from I∗, I∗2 , I

+∗, and I+∗
2 species produced during various electron
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Table 8. List of molecular electronic excitation reactions available from the literature. In the work by Yadav et al [119], two 1Σ+
g states

are considered with different excitation cross-sections.

Threshold energy (eV)

ID Reaction Calculation [31, 119] Theory [138] Experiment [139, 141]

C6-1 I2 + e− −→ I2 (
3Πu)+ e− 2.18 ; 2.18 2.37 1.25 ; 1.95

C6-2 I2 + e− −→ I2 (
1Πu)+ e− 3.00 ; 2.99 2.38 —

C6-3 I2 + e− −→ I2 (
3Σ−

g )+ e− 5.18 ; 5.44 3.90 5.04
C6-4 I2 + e− −→ I2 (

1Σ−
g )+ e− — ; 6.26 4.4 —

C6-5 I2 + e− −→ I2 (
1Σ+

g )+ e− 5.70; 6.80 — —

Figure 22. (Reaction C6 in table 7) Total electronic excitation cross-sections for I2 from available data in the literature.

Figure 23. (Reaction C7 in table 7) Example electron impact vibrational excitation cross-sections of molecular iodine for v= 0 to
v= 1, v= 0 to v= 10, and the combined sum of v= 0 to v= k for k ∈ {1, . . . ,10}.

impact collisions of I2 for electron energies between about 4 and 100 eV. The authors note however that
interpretation of the results is limited by several factors including a constrained spectral range, cascading
processes from higher excited states, and congested spectral data.

3.3.5. Vibrational excitation
The only known electron impact vibrational excitation cross-sections were calculated by Ambalampitiya
et al [31] up to electron energies of approximately 6 eV. These calculations treat vibrational excitation
from the molecular ground state I2(X 1Σ+

g , v= 0) to the first ten vibrational levels, and approxim-
ate I2 as a harmonic oscillator. The energy difference between successive vibrational levels corresponds
to 0.0266 eV. Figure 23 shows example cross-sections for the first transition (from v= 0 to v= 1) and
the last (from v= 0 to v= 10), as well as the sum of all ten contributions. Two peaks are observed and
which are centered around 0.5 eV (due to the 2Πg resonance) and 2 eV (due to the 2Πu resonance).
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Table 9. Example ion-neutral collisional processes. A negative threshold energy indicates an exothermic reaction with energy release.

ID Reaction Process
Threshold
energy (eV)

D1 I(2P◦
3/2) + I+ −→ I+ + I(2P◦

3/2) Charge-exchange —
D2 I2 + I+ −→ I+2 + I(2P◦

3/2) Charge-exchange −1.14
D3 I2 + I+2 −→ I+2 + I2 Charge-exchange —
D4 I2 + I+ −→ 2 I(2P◦

3/2) + I+ Dissociation 1.542
D5 I2 + I+2 −→ I2 + I(2P◦

3/2) + I+ Dissociation 2.68

Figure 24. (Reactions D1–D5 in table 9) Ion-neutral collision cross-sections as a function of the lab frame energy for (a) I+ I+

and (b) I2 + I+ and I2 + I+2 . Data taken from [21, 146]. The dashed line in (a) shows the empirical cross-section from Sakabe
et al [147], while the dashed line in (b) shows the empirical cross-section from equation (24) for I2 + I+.

Compared with other electron impact processes, the contribution of vibrational excitation appears
small. Nonetheless, it may be important in some plasma discharges to correctly account for electron
energy losses or neutral gas heating. For example, in addition to electron impact vibrational excitation
and de-excitation, relaxation of vibrationally excited states can also occur via collisions with I or I2 (see
for example [142, 143]).

3.4. Collisional processes between ions and neutrals
Following Phelps [144], ion-neutral elastic collisions can be considered to consist of isotropic and back-
ward (or charge-exchange) scattering processes. We note however that for collisions between particles
which have a different mass (such as I2 and I+ or I+2 and I), charge-exchange is no longer an elastic pro-
cess as the ionization energy of the species differs. Thus, the reaction may be inelastic or even supere-
lastic. Of the many possible ion-neutral collisional processes that exist in iodine plasmas, only a small
number have been studied experimentally or theoretically, as summarized in table 9. Figure 24 shows the
cross-sections for these processes as a function of the lab frame energy.

Various works, such as the book by Smirnov [145], provide approximate methods for calculating the
charge-exchange cross-section from first principles quantum mechanics. Smirnov also provides represent-
ative cross-sections for many atomic elements in the periodic table, including iodine, where the reaction
I + I+ −→ I+ + I has a cross-section between about 10 and 20× 10−19 m2 and a threshold energy of
0 eV. Dressler et al [21] calculated charge-exchange cross-sections for I + I+ −→ I+ + I at lab frame
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Table 10. Example charged particle collisional processes. A negative threshold energy indicates an exothermic reaction with energy
release.

ID Reaction Process
Threshold
energy (eV)

E1 In+ + e− −→ I(n+1)+ + 2 e− Ion ionization —
E2 I+ + I− −→ 2 I(2P◦

3/2) Recombination −7.39
E3 I+2 + I− −→ 3 I(2P◦

3/2) Recombination −4.71
E4 I+2 + e− −→ I(2P◦

3/2) + I+ + e− Ion dissociation 2.68
E5 I+2 + e− −→ 2I(2P◦

3/2) Dissociative recombination −8.27
E6 I− + e− −→ I(2P◦

3/2) + 2 e− Detachment 3.059

energies between 10 and 1000 eV using a corrected one-electron treatment based on a linear combina-
tion of atomic orbitals model. These cross-sections are compared with those from Smirnov in figure 24
where reasonable agreement is seen.

Hause et al [146] measured cross-sections for the charge-exchange reaction I2 + I+ −→ I+2 + I
(which is an exothermic reaction releasing 1.14 eV of energy), as well as total cross-sections for the sum
of this reaction and I2 + I+ −→ 2 I + I+ (with a threshold energy of 1.542 eV), using a guided-ion
beam technique. In particular, cross-sections were estimated using a beam attenuation method (expec-
ted to provide an upper cross-section limit) and a time-of-flight method (expected to give a lower cross-
section limit). Experiments were performed for lab frame energies from around 0.67 eV to almost 300 eV.
Individual cross-sections were also measured for the charge-exchange reaction I2 + I+2 −→ I+2 + I2 (with
a threshold energy of 0 eV) and the collision induced dissociation reaction I2 + I+2 −→ I+ + I + I2
(with a threshold energy of 2.68 eV). Measured cross-sections for the above reactions are provided in
figure 24(b). All atomic and molecular iodine products are in their respective ground states. An empir-
ical cross-section was proposed by Hause et al for the reaction I2 + I+ at high energies (above about
100 eV) and which is given by

σI2−I+ = A−B lnε, (24)

where A= 66.0× 10−20 m2, B= 4.7× 10−20 m2, and ε is the lab frame energy in units of (eV). The
above empirical cross-section is similar in form to the Sakabe-type cross-section [147] which was used
by Choi [148] to fit the cross-sections by Hause et al at high energies.

For ion-neutral collisional processes where no information is available, one may reasonably refer to
approaches used for other diatomic gases such as chlorine [149, 150] and oxygen [151]. Here, the scat-
tering cross-section is typically assumed to be half the value of the charge-exchange cross-section. Due
to a lack of data, cross-sections for the scattering of negative ions with iodine atoms and molecules is
assumed to be the same as those for positive ion scattering. However, as highlighted by Karmohapatro
[152] in chlorine plasmas, the resonant charge-exchange cross-section is in fact higher for negative ions
than for positive ions, so this simplified approach requires care.

3.5. Collisional processes between charged particles
In addition to collisions between charged particles and neutrals, there can also be collisions between
charged particles themselves. Aside from Coulomb collisions (which are not specific to iodine), relevant
collisional processes include electron impact excitation and ionization of ions (see also section 3.2), as
well as recombination of positive and negative ions. Table 10 lists possible charged particle reactions with
several important reactions subsequently discussed in further detail in the subsections below. For con-
venience (and due to a lack of data), we do not treat electron–ion excitation/de-excitation, nor ion–ion
excitation/de-excitation or ionization.

3.5.1. Ion ionization
While direct multiple ionization processes were discussed in section 3.2.2, ionization processes involving
electron impact ionization of ions themselves may also be relevant

In+ + e− −→ I(n+1)+ + 2e−, (25)

where n⩾ 1 with n an integer. Since the electron temperature in some electric propulsion systems can
be above 10 eV, ionization leading to I2+ and I3+ may be significant in some discharges. Indeed, experi-
mental measurements in the plume of an iodine-fueled Hall thruster [153] have observed small fractions
of I2+. Experimental measurements or theoretical calculations of ionization cross-sections of ionic states
are however not known.
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3.5.2. Ion–ion recombination
In several previous works, such as Grondein et al [71], the only reaction process considered for the loss
of I− was via recombination with I+ (to produce two iodine atoms) or I+2 (to produce an iodine atom
and a molecule). Rate coefficients were respectively obtained from Yeung [154] and Greaves [155] and
were assumed to be constant:

Krec, I+− I− = 9.311× 10−15 m3 s−1,

Krec, I+2 − I− = 1.22× 10−13 m3 s−1.

The above rate coefficients were also later used by Lucken [97] and Marmuse [98]. However, sub-
sequent investigations have shown that these values are likely not correct for several reasons. Firstly,
Yeung [154] did not explicitly mention which recombination process was being studied and both pos-
itive and negative iodine ions were assumed to be molecular (i.e. I+2 and I−2 ): as suggested by Spencer-
Smith’s early work on iodine discharges in 1935 [156] where I+2 and I−2 were found to be the most dom-
inant ions. Secondly, Greaves [155] later repeated the experiment of Yeung and concluded that there
may have been a fault with one of the amplifiers originally used resulting in an underestimation by
a factor of 10. Mass spectrometry measurements also determined that the dominant ion species were
I+2 and I− (which had also been demonstrated in 1928 by Hogness and Harkness [82]). Greaves also
measured rate coefficients for pressures between 4 and 133 Pa, and gas temperatures between 296 and
338K. Overall, the rate coefficient increases with pressure and the measured value at 4 Pa and 296K is
Krec, I+2 − I− = 5.8× 10−14 m3 s−1: a value roughly half of that used by Grondein et al. Based on the above
factors, and considering similar recombination reactions used in chlorine plasma models [150], reason-
able empirical rate coefficients are

Krec,I+− I− = Krec,I+2 − I− = 5× 10−14

√
300

Tg
m3 s−1, (26)

where Tg is the gas temperature in units of (K) and the rate coefficients for both recombination reac-
tions are assumed equal. The dependence on gas temperature is an assumption informed by theoret-
ical considerations related to the integration of a cross-section proportional to 1/ε over a Maxwellian
distribution [157]. Again in analogy with chlorine plasmas [150], the reaction products depend on the
reaction type: i.e. I+ + I− leads to two iodine atoms, while I+2 + I− leads to three iodine atoms (as
opposed to one atom and one molecule; see table 10). This hypothesis has been confirmed in private
discussions with Nicolas Sisourat and his team at the Laboratory of Physical Chemistry-Matter and
Radiation (LCPMR) in France who carried out preliminary experiments at the Double ElectroStatic Ion
Ring ExpEriment (DESIREE) at Stockholm University in Sweden.

Recently, Poline et al [137] studied the recombination of I+ and I− at the DESIREE facility and
showed that the reaction products are two iodine atoms either in the I(2P◦3/2) ground state (40%), or

with one of the atoms in the I(6s 2[2]) excited state (60%). No significant variation of the branch-
ing ratio was observed over the studied energy range between 0.1 and 0.8 eV. The total recombina-
tion cross-section (including all reaction pathways) is estimated to be of the order of 10−17 m2 at an
energy of 0.1 eV. Initial cross-section calculations have been performed at LCPMR and are presented
in figure 25(a). Here, the cross-section depends on the reaction products with I(2P◦3/2) + I(6s) being
the most probable, and where I(6s) designates a highly excited 6s Rydberg state. The corresponding rate
coefficients (assuming a Maxwellian distribution) are shown in figure 25(b). The sum of individual rate
coefficients is given by the dashed line which is seen to be in quite close agreement with the empirical
relation from equation (26) between 0.1 and 1 eV. While different reaction products are possible, the
broad assumption of only ground-state atomic iodine (as in table 10) seems practical and reasonable if
excited states are not of interest or being tracked in a given plasma model.

3.5.3. Electron–ion scattering
Aside from electron impact ionization of ions (see section 3.2), three additional reaction processes may
be important in iodine plasmas: electron impact dissociation of I+2 , electron impact dissociative recom-
bination of I+2 , and electron impact detachment of I−. No known data for dissociative recombination
exists, but cross-sections have been calculated by Hamilton [30] for ion dissociation and detachment and
are shown in figure 26. No other data is available and these cross-sections have previously been used by
Lucken [97] and Marmuse [98]. The dissociation threshold energy is estimated to be 2.68 eV. The energy
resolution of the detachment cross-section is only 1 eV and the first non-zero value occurs at 4 eV. The
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Figure 25. (Generalization of reaction E2 in table 10 accounting for several possible atomic products; see main text) (a) cross-
sections and (b) rate coefficients for the recombination of I+ and I− as a function of energy. I(6s) designates a highly excited 6s
Rydberg state. In (b), the dashed line denotes the sum of the individual rate coefficients, while the black line shows the empirical
relation from equation (26).

Figure 26. (Reactions E4 and E6 in table 10) Cross-sections for the electron impact dissociation of I+2 , and the electron impact
detachment of I−.

electron affinity of iodine has however been precisely measured as 3.059 0463 eV [135]. Some uncer-
tainty exists with the detachment cross-section as it is roughly an order of magnitude higher than that
for chlorine [158], yet the photodetachment cross-section is of a similar magnitude. Plasma modeling by
Esteves [26] noted that better agreement with experiment was obtained if detachment was ignored, again
suggesting that the detachment cross-section may be too high.

27



J. Phys. D: Appl. Phys. 59 (2026) 023001 T Lafleur et al

Table 11. Example neutral-neutral collisional processes. A negative threshold energy indicates an exothermic reaction with energy
release.

ID Reaction Process
Threshold
energy (eV)

F1 I2 + I(2P◦
3/2)−→ I2 + I(2P◦

3/2) Elastic scattering —
F2 I2 + I(2P◦

1/2)−→ I2 + I(2P◦
1/2) Elastic scattering —

F3 I(2P◦
3/2) + I(2P◦

1/2)−→ 2I(2P◦
3/2) Quenching −0.9426

F4 I2 + I(2P◦
1/2)−→ I2 + I(2P◦

3/2) Quenching −0.9426

3.6. Collisional processes between neutral particles
Aside from thermal dissociation reactions (see section 2.4), other important collisional processes between
neutral particles include elastic scattering and quenching of excited states, which are illustrated in
table 11. While elastic scattering of neutrals is not typically included or required in many plasma mod-
els, it can be important for iodine as it represents an energy exchange mechanism between atoms and
molecules that is relevant to gas heating. At the low pressures of interest for several propulsion and
industrial applications, elastic collisions appear insufficient for thermalization to a common temperature.
Consequently, iodine atoms and molecules can have very different temperatures with the atomic tem-
perature typically higher than the molecular temperature [26]. Similarly, while collisional quenching of
excited states can occur in any plasma discharge, it may be more important in iodine because of the low
excitation threshold energy of the I(2P◦1/2) excited state. As this state is metastable, collisional quenching
represents an important depopulating process.

3.6.1. Elastic scattering
Elastic collisions between neutral particles can be approximated with a binary collision model accounting
for the relative velocity between colliding species. Following Benilov [159, 160], particles are treated as
hard spheres with a MTCS for collisions of I with I2 given by

σI−I2 =
π

4
(dI + dI2)

2
, (27)

where dI ≈ 280 pm and dI2 ≈ 560 pm are the atom and molecule diameters respectively, which gives
σI−I2 ≈ 5.5× 10−19 m2. Integrating over an assumed Maxwellian distribution, the rate coefficient is

KI−I2 = σI−I2

√
kBTI−I2

2πmI−I2

, (28)

with

TI−I2 =
mI2TI +mITI2

mI +mI2

, (29)

mI−I2 =
mImI2

mI +mI2

, (30)

the reduced temperature and mass respectively. The diffusion coefficient, which is relevant to the trans-
port of atomic iodine to any surface bounding the plasma discharge, can be determined from

DI−I2 =
3π

8
λI−I2vI−I2 , (31)

where λI−I2 = 1/(nI2σI−I2) is the collisional mean free path of I with nI2 the I2 density, and vI−I2 =√
2kBTI−I2/(πmI−I2). Following the above reasoning, a similar diffusion coefficient can be defined for

elastic collisions between I(2P◦1/2) and I(2P◦3/2).
The diffusion coefficient of atomic iodine was estimated by Brewer and Tellinghuisen [161] approx-

imately fifty years ago using an atomic fluorescence technique. Assuming a constant sticking probability
(γ; see section 4.2), Brewer et al proposed a value of C= pD= 0.01 Pam2 s−1. This estimation leads
to σI−I2 ≈ 1.06× 10−18 m2 at room temperature. More recent measurements obtained by investigating
the evolution of the atomic density generated by laser photodissociation of molecular iodine (for pres-
sures between 3 and 30 Pa [162]) have instead yielded C= 0.047± 0.007 Pam2 s−1. This corresponds to
σI−I2 ≈ 2.2× 10−19 m2.
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Figure 27. (Reaction F4 in table 11) Quenching rate coefficients of I(2P◦
1/2

) by I2 as a function of gas temperature from Chichinin

[163] (and references therein).

3.6.2. Quenching
The rate coefficients for the quenching of I(2P◦1/2) by I2 have been compiled in a detailed work by
Chichinin [163] and are shown in figure 27 (note that some of the data and temperature dependen-
cies appear incorrect and were therefore retrieved directly from the original cited works [164–167]).
At a temperature of 300K, the quenching rate coefficient is measured to be between 3.3× 10−18 and
7.07× 10−17 m3 s−1, taking into account experimental uncertainties. The dependence on temperat-
ure is not clear and so until new data becomes available, assuming a constant rate coefficient seems
practical. Performing a statistical analysis of the data around 300K gives a mean rate coefficient of
Kquench = 3.13× 10−17 m3 s−1 with a standard deviation of 1.08× 10−17 m3 s−1. Quenching of I(2P◦1/2)

by I2 results in vibrationally excited I∗2 (X, 25⩽ v⩽ 43) [168]. Quenching of I(2P◦1/2) by I(2P◦3/2) is also
discussed by Chichinin, but is found to be three orders of magnitude smaller than quenching with I2,
and so may be negligible in most cases.

3.7. Rate coefficients
While the reaction cross-sections provided in the sections above are directly usable for certain theoret-
ical or numerical models (such as particle-in-cell (PIC) simulations), many fluid-based models instead
require reaction rate coefficients. In this case, the cross-section data can be averaged over the particle
distribution function. If this is not known, a Maxwellian distribution can be assumed, and for the elec-
tron impact processes in sections 3.2 and 3.3, the rate coefficient can be computed from

Kj =
v̄e
T2
e

ˆ ∞

0
σj (ε)εe

−ε/Te dε, (32)

where v̄e =
√
8eTe/(πme) is the electron thermal speed with e and me the elementary charge and elec-

tron mass respectively, Te is the electron temperature, and σj is the energy-dependent cross-section for
reaction j. If required, cross-sections can be extrapolated at low and high energies to compensate for any
missing data.

Using equation (32), rate coefficients for the main electron impact scattering processes can be
determined for I and I2 and are displayed in figure 28. Here, the different rate coefficient subscripts in
the labels correspond to: total elastic scattering (el), elastic momentum transfer (elm), electronic excita-
tion (exc), ionization (iz), dissociative ionization (dissiz), dissociation (diss), dissociative electron attach-
ment (dissatt), and vibrational excitation (vibexc). For convenience, the correspondence of rate coeffi-
cient symbols and processes is provided in table 12, while atomic excitation processes have been grouped
together using the lumped method discussed in section 3.2.3. Similarly, all molecular electronic and
vibrational excitation processes have been grouped together into separate effective rate coefficients. The
rate coefficients in figure 28 are also provided as supplementary data on the Zenodo repository [32].
Additionally, empirical fits for the main processes are provided in tables 13 and 14 using equations (33)
and (34):

K(Te) =A
[
ln
(
1+BTe + CT2

e

)]D
exp

(
− E
Te

)
, (33)

29



J. Phys. D: Appl. Phys. 59 (2026) 023001 T Lafleur et al

Table 12. Correspondence between rate coefficient symbols and processes. The lumped electronic excitation processes correspond to
those listed in table 6.

Rate coefficient Process

Electron impact scattering: atomic iodine

Kel,I Total elastic scattering
Kel,I(2P◦

1/2
) Total elastic scattering—I(2P◦

1/2)

Kiz,I Ionization
Kiz,I(2P◦

1/2
) Ionization—I(2P◦

1/2)

Kdexc De-excitation
Kexc1,I Lumped electronic excitation 1
Kexc2,I Lumped electronic excitation 2
Kexc3,I Lumped electronic excitation 3
Kexc4,I Lumped electronic excitation 4

Electron impact scattering: molecular iodine

Kel,I2 Total elastic scattering
Kelm,I2 Elastic momentum transfer
Kiz,I2 Ionization
Kdiss,I2 Dissociation
Kexc,I2 Electronic excitation
Kdissatt,I2 Dissociative attachment
Kdissiz,I2 Dissociative ionization
Kvibexc,I2 Vibrational excitation
Krotexc,I2 Rotational excitation

K(Te) = A exp

(
− B

Te
+

C

T2
e

− D

T3
e

+
E

T4
e

)
T−F
e . (34)

Rate coefficients for other processes, such as ion–ion recombination, are already provided in
sections 3.5 and 3.6.

3.8. Collisional energy cost
A common and useful metric used to assess collisional power loss in plasma discharges is the collisional
energy loss, Ec. This effectively represents the average energy expended to produce an electron–ion pair
when considering relevant collisional processes (here only electron impact reactions). For molecular gases
like iodine, a true energy loss is difficult to establish outside of a complete and comprehensive simula-
tion where the balance between different species is accounted for. Nonetheless, an approximate order of
magnitude computation can be made when assuming fully atomic or fully molecular iodine plasmas. For
atomic iodine, the collisional energy loss can be defined by

Ec,I =
1

Kiz,I

[
Kiz,Iεiz,I +

∑
j

Kexcj,Iεexcj,I +
3mekB
mI

(Te−TI)Kel,I

]
, (35)

which accounts for all collisional energy loss processes associated with ionization, excitation, and elastic
scattering. Here, it is assumed that ground state atoms are the only species present. Similarly, the colli-
sional energy loss for molecular iodine is

Ec,I2 =
1

Kiz,I2 +Kdissiz,I2

[
Kiz,I2εiz,I2 +Kdissiz,I2εdissiz,I2 +

∑
j

Kexcj,I2εexcj,I2 +
∑
j

Kvibexcj,I2εvibexcj,I2

+
∑
j

Krotexcj,I2εrotexcj,I2 +
∑
j

Kdissj,I2εdissj,I2

+
3mekB
mI2

(Te−TI2)Kel,I2

]
. (36)

Collisional energy loss processes include direct and dissociative ionization, electronic, vibrational, and
rotational excitation, dissociation, and elastic scattering. Because of a lack of data, we assume that the
electron dissociation energy loss is equal to the dissociation threshold energy of the molecular ground
state, and rotational excitation processes are ignored. Equations (35) and (36) are plotted in figure 29
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Table 13. Best-fit rate coefficients for various electron impact reaction processes for I and I2 based on equation (33).

Rate Coef. A (m3 s−1) B (eV−1) C (eV−2) D E (eV) Te (eV) Error (%)

Kiz,I2 1.20694× 10−13 −2.05557× 10−3 8.10106× 10−2 7.95734× 10−1 9.31000× 100 [1 ;50] 4.16
Kdiss,I2 1.94272× 10−14 1.65161× 10−5 −1.36170× 10−7 −6.05364× 10−2 2.92201× 100 [1 ;50] 8.91
Kdissiz,I2 2.73612× 10−14 1.62507× 10−1 −9.69904× 10−4 9.41764× 10−1 1.19400× 101 [0.5 ;50] 6.74
Kdissatt,I2 8.51271× 10−18 5.26610× 10−6 1.94777× 10−7 −5.57411× 10−1 2.94075× 100 [2 ;50] 17.22
Kexc,I2 6.94179× 10−18 2.07908× 10−6 2.83839× 10−9 −6.91696× 10−1 4.63389× 100 [1.5 ;50] 3.48
Kvibexc,I2 1.68131× 10−19 3.04258× 10−4 1.57137× 10−4 −8.01979× 10−1 1.41568× 100 [0.5 ;50] 3.46
Kiz,I 1.00526× 10−13 3.04247× 10−1 −1.87150× 10−3 1.02720× 100 1.04500× 101 [0.5 ;50] 7.16
Kexc2,I 9.91412× 10−16 7.39500× 10−9 1.81077× 10−10 −2.18520× 10−1 1.01082× 101 [4 ;50] 8.61
Kexc3,I 1.10016× 10−17 −4.81093× 10−10 3.15998× 10−9 −4.89424× 10−1 1.17398× 101 [2.5 ;50] 8.93
Kexc4,I 1.61045× 10−16 1.80686× 10−9 9.69122× 10−11 −3.49321× 10−1 1.09391× 101 [2.5 ;50] 13.34
Kiz,I(2Po

1/2
) 2.21512× 10−13 2.82764× 10−1 −1.72072× 10−3 1.03783× 100 9.50740× 100 [0.5 ;50] 7.74

Kdexc 4.65222× 10−16 1.33736× 10−8 8.85358× 10−10 −2.72591× 10−1 1.56932× 10−1 [0.5 ;50] 16.50
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Table 14. Best-fit rate coefficients for various electron impact reaction processes for I and I2 based on equation (34).

Rate Coef. A (m3 s−1) B (eV) C (eV2) D (eV3) E (eV4) F Te (eV) Error (%)

Kel,I2 4.13224× 10−13 2.57431× 10−1 4.18501× 10−2 2.82420× 10−3 6.56031× 10−5 −3.70209× 10−1 [0.5 ;50] 6.28
Kelm,I2 4.35460× 10−13 −4.36057× 100 −1.32992× 101 −1.11529× 101 −2.92094× 100 −4.88306× 10−1 [1.5 ;50] 8.06
Kel,I 3.54863× 10−12 5.50332× 100 6.21721× 100 2.87360× 100 4.67478× 10−1 6.06788× 10−1 [0.5 ;50] 7.51
Kexc1,I 8.99640× 10−14 3.34729× 100 1.38934× 100 2.84949× 10−1 7.48700× 10−3 6.55418× 10−1 [0.5 ;50] 8.87
Kel,I(2Po

1/2
) 6.71548× 10−12 8.96192× 100 8.42273× 100 3.60817× 100 5.73389× 10−1 7.62752× 10−1 [0.5 ;50] 6.28
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Figure 28. Rate coefficients as a function of electron temperature (assuming a Maxwellian distribution) for various collisional
processes for (a) I and (b) I2.

as a function of electron temperature (assuming a Maxwellian distribution function). For comparative
purposes, results are also shown for the noble gases argon, krypton, and xenon. Here we see that the
collisional energy loss in iodine is lower than the noble gases for temperature above about 4 eV. This
important result indicates that iodine discharges are expected to be more energy efficient at sufficiently
high temperatures. However, below 4 eV, the energy loss increases rapidly and far surpasses that of the
noble gases. This is largely due to the very low threshold energy for excitation of the I(2P◦1/2) state.

Similar results are obtained for molecular iodine, where above a temperature of about 2 eV, the
energy cost is lower than both atomic iodine and the noble gases. However, care is needed here as rota-
tional excitation has been neglected, and the electron energy loss during dissociation is typically much
higher than the dissociation threshold energy (being equal to the so called vertical excitation energy).
Depending on the composition of an iodine discharge, the true energy cost is expected to lie somewhere
between that for I and I2. Regardless, we can already make a strong statement about iodine plasmas: for
high-efficiency operation, conditions must be such that the electron temperature is higher than about
4 eV.

3.9. Electron swarm parameters
Due to the high reactivity of halogen gases (such as I2), experimental investigations of electron swarm
parameters are scarce. Most available studies have been conducted in gas mixtures where the halogen is
diluted with a non-reactive, non-electronegative buffer gas. In such cases, the concentration of the elec-
tronegative component is typically low enough that the electron energy distribution and drift velocity are
effectively assumed to be equal to those of the pure buffer gas.

To date, the only available data on the electron drift velocity in I2 are the indirect measurements
reported by Healey in 1938 [84], using a diffusion apparatus constructed from brass and platinum. As
noted by Gallagher et al [132], these results are subject to significant uncertainty as the drift velocities
were not measured directly but rather inferred from measurements in gas mixtures. The inferred val-
ues for I2 are presented in figure 30 and compared with those for other halogens, such as chlorine (Cl2)
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Figure 29. Average collisional energy cost per electron–ion pair as a function of electron temperature for atomic iodine, molecu-
lar iodine, argon, krypton, and xenon. In all cases, the gas temperature is 300K.

Figure 30. Drift velocity of electrons in Cl2 (blue squares) [169], Br2 (orange triangles) [170], and I2 (green circles) [84] as func-
tion of the reduced electric field (E/N).

and bromine (Br2), reported by Bailey et al [169, 170]. More recently, González-Magaña and De Urquijo
[171] measured electron drift velocities in Cl2 and found fair agreement with the data of Bailey et al to
within about 12% for reduced electric fields (E/N, where E is the electric field magnitude, N is the gas
density, and typical units are the Townsend (Td) with 1 Td = 10−21 Vm2) between 120 and 220 Td (not
shown). It is important to emphasize that Healey’s data, being the only measurements available for I2,
should be regarded as approximate.

The only reported data for the electron characteristic energy DT/µ (i.e. the ratio of the transverse
diffusion coefficient, DT, to the mobility, µ) in I2 also originate from Healey and Bailey et al [84, 169,
170], who employed a combined electric and magnetic field technique. Figure 31 presents the inferred
values of DT/µ as a function of the reduced electric field E/N in the range 0–250 Td. As noted by
Gallagher et al [132], significant challenges were encountered in handling these highly reactive gases,
which further complicate the interpretation of the results. Given the absence of additional measurements,
this data should also be regarded as approximate.

Brooks et al [126] investigated the temperature dependence of the reduced electron attachment coef-
ficient (η/N with η the attachment coefficient) in a mixture of 1% I2 and 99% N2 at 6.7 kPa using
an electron swarm experiment, as a function of the reduced electric field E/N. This data, shown in
figure 32, demonstrates a significant increase in the attachment coefficient with gas temperature, attrib-
uted to the thermal population of vibrationally excited states. In figure 32, it is important to note that
while the attachment coefficient is referenced to the iodine partial density (i.e. N= NI2), the reduced
electric field E/N corresponds to the density of the entire gas mixture. By varying the reduced electric
field between 1 and 50 Td, Brooks et al modulated the mean electron energy between approximately 0.5
and 2.5 eV. Their results reveal a clear minimum in the attachment coefficient near 4 Td, suggesting the
involvement of multiple resonant states for dissociative electron attachment.
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Figure 31. Characteristic energy of electrons in Cl2 (blue squares) [169], Br2 (orange triangles) [170], and I2 (green circles) [84]
as function of the reduced electric field (E/N).

Figure 32. Reduced attachment coefficient (η/NI2 ) for 1% I2 and 99% N2 measured at different gas temperatures as a function of
the reduced electric field (E/N) by Brooks et al [126]. The gas pressure is 6.7 kPa.

It should be highlighted that to date, no known studies have been reported in the literature on elec-
tron swarm analysis in pure atomic or molecular iodine. Nevertheless, such studies would be very valu-
able to reduce the large uncertainties in the electron impact total momentum transfer and dissociative
electron attachment cross-sections as discussed above in sections 3.3.1 and 3.3.3.

4. Iodine-surface interactions

4.1. Material compatibility
As a halogen, iodine is quite reactive with many other substances. Having an electronic configuration of
[Kr] 4d10 5s2 5p5, it lacks only a single electron to achieve a noble gas like stable configuration with a full
valence shell. Although its electronegativity is lower than the lighter halogens (i.e. fluorine, chlorine, and
bromine), it is still very high (2.66 on the Pauling scale). The iodine-iodine dissociation energy (1.54 eV)
is also weak compared to that of other diatomic molecules which exist in stable states in nature (e.g.
9.79 eV for molecular nitrogen and 5.15 eV for molecular oxygen), which implies that less energy is
required to chemically break the bond.

Iodine-material compatibility can be generally discussed by considering a reduced list of transition
and post-transition metals, as well as certain non-metallic substances, for two main reasons. Firstly, cost
and availability are important factors when selecting materials for space applications [172]. Secondly,
structural rigidity and integrity are often of interest in design: particularly for containers, tanks, or flu-
idic elements in direct contact with iodine. Therefore certain metallic elements and their alloys are
ignored here as they are extremely scarce or expensive. This includes, for example, ruthenium (Ru),
dubnium (Db), seaborgium (Sg), bohrium (Bh), hassium (Hs), thallium (Tl), astatine (At), as well as
the lanthanides and actinides. Similarly, metalloids and their alloys are also ignored, such as germanium
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Table 15. Compatibility of iodine with various materials [173, 174].

Material Reactivity

Metals

Aluminum (6061) Medium
Aluminum (7075) Medium
Aluminum (anodized 7075) Low
Chromium Low
Copper (110) High
Copper (C260 brass) High
Gold Low
Iron (4130 alloy steel) High
Iron (304 stainless steel) High
Iron (316 stainless steel) Medium
Nickel (Hastelloy B-3) Low
Nickel (Hastelloy C-22) Low
Nickel (Hastelloy C-276) Low
Nickel (Hastelloy C-2000) Low
Platinum Low
Titanium (pure) Low
Titanium (Ti-6Al-4V) Low
Tungsten Low

Non-metals

Boron nitride Low
Silicon carbide Low
Silicon nitride Low
Zirconium oxide Low

(Ge), arsenic (As), antimony (Sb), and tellurium (Te), with the exception of boron (B) and silicon (Si).
Certain non-metallic substances, such as the noble gases, do not react under normal conditions with
iodine, which is useful for some applications (e.g. to extend the lifetime of halogen lamps). These ele-
ments do not usually form solid compounds due to their chemical stability, and typically have very high
saturation and melting temperature-pressure phase diagram characteristics.

Remaining substances can be divided into three main material categories: metallic pure elements and
alloys (e.g. high-strength aluminum alloys like Al2024), ceramics (e.g. zirconium oxide, ZrO2) and poly-
mers (e.g. polytetrafluoroethylene, PTFE). Establishing the chemical compatibility of iodine with every
chemical compound is a complex task as the behavior of compound components (i.e. alloying elements)
often differs from the behavior of the base elements. Nonetheless, an overview can be provided based
on the existing literature, with table 15 providing a summary indicating the typical level of reactivity
between iodine and various materials.

Naturally, alkali metals, which display a s1 valence electron configuration (i.e. lithium to francium),
are perfect electron donors for halogens and therefore show a strong chemical affinity with iodine.
When reacting with iodine, alkali metals form metal iodides in a highly exothermic reaction, particu-
larly between iodine and the heavier alkali metals like potassium (K), rubidium (Rb), and cesium (Cs).
Similarly, alkaline Earth metals (beryllium to radium), which have a s2 valence electron configuration,
also display a strong affinity with halogens, although at a reduced level compared with the alkali metals.

Note however that the corrosion behavior of a substance does not solely depend on the chemical
affinity of the material with iodine. Environmental conditions are equally important and can accelerate
the corrosion and failure of the material. Notable factors which influence corrosion behavior include:
(a) the phase of iodine (e.g. solid, liquid, or gas), (b) the temperature conditions (with higher temperat-
ures typically causing higher corrosion), (c) the vapor pressure (in the case of corrosion by iodine gas,
with higher gas densities typically leading to accelerated corrosion damage), (d) the state of the sur-
face (pits or localized previous attack can remove the protective layer of certain materials, such as alu-
minum oxides), and (e) the presence of external ambient substances (e.g. water) or pollutant particles
(e.g. metallic particles left from the machining/manufacturing process).

Aluminum, typically alloyed with other metallic substances like copper (Cu), zinc (Zn), or mag-
nesium (Mg), generally offers poor resistance to continuous iodine exposure. While Craig and Anderson
[175] note its resistance to solid iodine at ambient temperatures, Zschätzsch et al [176] and Martínez
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Martínez and Rafalskyi [174] have reported localized attack that can easily be perceived under micro-
scope observations.

Stainless steel suffers pitting even at ambient conditions [175], with apparent surface degradation and
the formation of iron iodides. The corrosion of iron (Fe) and its alloys is particularly fast. Jerman [173]
studied the corrosion of various substances under a 7 day 200 ◦C iodine flow test, measuring a corrosion
rate of 1.055mmyr−1 for A304 stainless steel, which was 3.7 times higher than that of an aluminum
alloy (non-anodized Al7075), 25 times higher than that of a nickel alloy (Hastelloy C-276), and 28 times
higher than that of pure titanium (Ti). Even if iron suffers strong corrosion, the remaining stainless
steel constituents, such as manganese (Mn), chromium (Cr), and nickel (Ni) are also subject to iodine
corrosion [177]. Copper similarly displays a strong chemical affinity for iodine, with a corrosion rate of
0.606mmyr−1. Other works note similar corrosion rates, but also report changes in the core properties
of the metal, such as the thermal conductivity, as well as a 42% increase in DC resistance after the tests
[174]. Tin (Sn) is also observed to be very susceptible to iodine corrosion [174].

Titanium is reported as moderately resistant at ambient temperatures and may offer certain protec-
tion to cold iodine, but is subject to stress corrosion cracking in hot iodine-rich environments [178].
Titanium alloys commonly used in aerospace applications (e.g. Ti6Al4V) may offer worse behavior than
the base metal due to corrosion of some of the alloy constituents [173]. Zirconium (Zr) and its alloys,
which are used in nuclear power reactors [179], are also subject to iodine corrosion and may suffer from
stress corrosion cracking [178].

Iodine reacts with nickel largely to form NiI2, which has a melting point of about 780 ◦C. Up to
moderately high temperatures (around 100 ◦C), nickel offers a moderate resistance to iodine and dis-
plays limited chemical interaction [176], although it does already display moderate pitting. Fontana
and Staehle [180] note that some Ni–Cr alloys (e.g. Inconel 600, Inconel 625, Inconel X-750, and
Hastelloy C-276) are generally resistant to iodine [180], although Martínez Martínez and Rafalskyi [174]
have highlighted that chromium and iron are present in these alloys and may be subject to localized
pitting [174].

Refractory metals (e.g. molybdenum, Mo) offer satisfactory resistance to iodine corrosion and dis-
play very limited chemical reactivity at ambient or moderate temperatures [174, 176, 181]. Jerman
[173] has however observed non-negligible corrosion of these metals under certain test conditions.
For example, the corrosion rate of tantalum under iodine bath exposure at 200 ◦C was measured as
0.834mmyr−1 [173]. This contradicts other research where corrosion rates of 0.004mmyr−1 at 300 ◦C,
and 0.88mmyr−1 at 450 ◦C were observed. This again emphasizes the need to carefully set and control
the test conditions to replicate the expected operating environment for a given application.

Literature on the corrosion of noble metals and silver (Ag) by iodine is more scarce. Silver and gold
(Au) are reported to have a poor resistance to dry iodine by Craig et al [175], but these results appear
to disagree with later work by Lai [182]. Platinum (Pt) has been used for iodine corrosion applications
[183], with some information on measured corrosion rates: 0mmyr−1 at 300 ◦C and 0.0055mmyr−1

at 450 ◦C [182]). Iridium (Ir) and ruthenium (Ru) have low corrosion rates (less than 0.003mmyr−1

[175]), but this has only been measured at ambient temperatures (approximately 22 ◦C). Craig and
Anderson [175] also report extended corrosion for osmium (Os). No corrosion rates are given for pal-
ladium (Pd) or rhodium (Rh).

Ceramic materials are typically stable and do not display pitting damage. Boron nitride (BN) shows
good compatibility with iodine and no evidence of surface attack [174]. Other ceramic materials, such
as silicon carbides/nitrides (SiC and Si3N4), zirconium oxide (ZrO2), mica, or Macor show no growth of
defects or changes in weight after iodine exposure [174]. Silicate or borosilicate glasses, as amorphous,
ceramic-like substances, display very little chemical interaction with iodine, with no surface etching or
pitting under extended exposure [173].

Polymeric materials, such as Teflon, Viton, or Kapton, typically have stable corrosion behavior, but
may become subject to weakening or changes in volume under certain test conditions, with evidence of
shrink or swell. Jerman [173] has reported non-negligible corrosion rates for Teflon (0.219mmyr−1),
Viton (0.24mmyr−1), and Kapton (0.125mmyr−1) under a 7 day 200 ◦C iodine bath test.

Finally, some ceramic coatings (e.g. tantalum pentoxide, Ta205) have been found to protect metallic
surfaces exposed to iodine [174]. However, it is noted that iodine can grow on surface defects, or attack
the base material, causing the ceramic protective layer to crack and expose further sections of the under-
lying element. Care needs to be taken when handling iodine with ceramics, glasses, polymeric materials,
or in general substances with a low thermal conductivity, as iodine flows may deposit. Even if corrosion
is not observed, lack of heating may lead to blockages or other issues [27].

A further discussion exploring the compatibility of materials with iodine is available across a range
of relevant studies. For example, a foundational investigation is the 1990 doctoral thesis of Mathieu and

37



J. Phys. D: Appl. Phys. 59 (2026) 023001 T Lafleur et al

Table 16. List of measured or inferred surface recombination coefficients obtained from the literature.

γwall Surface Comments

0.001–0.01 Acid-coated surfaces [188] With plasma
0.07 Alumina [28] With plasma
0.05–0.2 Aluminum [26] With plasma
0.001–0.065 Quartz [26, 161] With plasma
0.05–0.25 Quartz [162] Without plasma
0.14 BK7 glass [189] Without plasma
0.014 Dimethyldichlorosilane [189] Without plasma

references therein [184], which, although focused on the behavior of iodine in nuclear reactor environ-
ments, provides valuable baseline data on iodine-induced corrosion phenomena. For similar applications,
but at the molecular level, Beck et al [185] investigated iodine interactions with Fe, Ni, Cr, and stain-
less steel alloys, offering mechanistic insight into material degradation. In the aerospace context, Guidi
et al [181] recently examined the reactivity of iodine with various materials commonly used in space-
craft. Complementing this, Costa et al [186] reported chemical, structural, and microstructural changes
in metallic and silicon-based coatings exposed to iodine vapor. Holste et al [187] have also identified
material compatibility as a central challenge in advancing iodine-based ion thruster technologies. Finally,
Zschätzsch et al [176] proposed an accelerated testing methodology based on the constant p∆t concept,
whereby increased iodine vapor pressure over short durations replicates long-term exposure by main-
taining a constant product of pressure and time (proportional to the total number of iodine–material
interactions).

Interestingly, despite iodine’s well-known corrosive properties described above, its use under vacuum
conditions appears to pose a somewhat limited risk of severe degradation for many materials initially
considered poorly compatible (e.g. stainless steel or aluminum). In the absence of moisture and at low
partial pressures, the reactivity of iodine is significantly reduced, and observed material damage is often
superficial or self-limiting. This suggests that, for a wide range of aerospace-relevant substrates, iodine
can be safely handled in vacuum environments without inducing critical structural or functional failure.

4.2. Surface recombination of atomic iodine
As discussed in sections 2.4 and 3.3, thermal and electron impact dissociation processes lead to the
formation of atomic iodine, which can later recombine via the following general surface reaction (applic-
able to both ground and excited atomic states)

I+ I−→ I2. (37)

The recombination probability can be described by the sticking probability or surface recombination
coefficient, γwall, which varies between 0 and 1. The flux of atomic iodine to a surface can then be
expressed as

Γwall,I =
1

4
nIv̄I

(
2γwall

2− γwall

)
, (38)

where nI and vI =
√
8kBTI/(πmI) are the atomic iodine density and thermal speed respectively. The sur-

face recombination coefficient plays a key role in most, if not all, iodine discharges because it directly
affects the balance between collisional volume dissociation and surface recombination processes. In gen-
eral, the surface recombination coefficient depends on the surface material, state (e.g. surface roughness,
concentration of chemisorbed or physiosorbed contaminant atoms, surface defect structures, etc), and
temperature, and thus is not in general a constant but can vary with discharge conditions. Indeed, recent
measurements with atoms produced by photodissociation [162] have shown a variation of the recom-
bination coefficient between 0.25 and 0.05 (for a quartz surface) when the pressure varies from 3 to
30 Pa. For other more well-studied molecular gases, such as chlorine, the recombination coefficient can
vary from as low as 0.01 for silicon surfaces at room temperature, to as high as 0.85 for stainless steel.
Detailed and accurate data for iodine is sparse, although several experiments have previously measured
the surface recombination coefficient for various materials, as summarized in table 16.

For numerical modeling (see section 5.3), the surface recombination coefficient plays a role in dif-
fusional loss processes to any bounding surfaces, which can be described by an effective rate coefficient
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given by

Ks−s ′ =

[
Λ2
0

Ds−s ′
+

4V

v̄s−s ′As

(
2− γwall
2γwall

)]−1

. (39)

Here V is the plasma volume, As is the surface area bounding the plasma, v̄s−s ′ =√
8kBTs−s ′/(πms−s ′) is the thermal speed with the s and s ′ subscripts indicating either atomic or

molecular iodine species, Ds−s ′ is the relevant diffusion coefficient (see section 3.6), and for a cylindrical
discharge, the diffusion length is given by [124]

Λ0 =

[(π
L

)2
+
(χ01

R

)2
]−1/2

, (40)

with L and R the length and radius of the discharge, and χ01 ≈ 2.405 the first zero of the zeroth order
Bessel function of the first kind.

4.3. Secondary electron emission (SEE)
An important plasma-surface process is the emission of electrons due to bombardment by photons and
neutral/charged particle species [190]. Referred to as SEE, this process plays a critical role in sustain-
ing DC discharges [191, 192], can influence plasma-wall losses in Hall thrusters [193], modifies elec-
tron heating and ionization dynamics in capacitively coupled plasmas (CCPs) [194, 195], and can even
affect the operation of electrostatic probe diagnostics [196–198]. Electron- and photon-induced SEE are
expected to remain similar in iodine plasmas (although the surface state may change due to deposition
and specific photon energies will depend on the various excited iodine states), while neutral- and ion-
induced SEE will be a function of the different atomic and molecular species present, and their energy.
The current of emitted electrons is quantified by the emission yield, γsee, which is defined as

γsee =
Isee
Ii

, (41)

where Ii is the ion beam (or equivalent neutral beam) current incident on the surface, and Isee is the
current of secondary electrons emitted. Emission yield data for iodine ion and neutral bombardment is
very sparse in the literature. In addition, the molecular nature of iodine complicates experimental meas-
urements as multiple positive ion species (primarily I+ and I+2 ) are typically formed in iodine discharges
(see section 3). A further complication is the chemical reactivity of iodine, which can lead to the depos-
ition of iodine or the formation of iodide layers. Thus, the effective emission yield may change in time
and differ from that for atomically clean surfaces.

Dedicated measurements of ion-induced SEE yields have been performed by Habl et al [199] for
energies between 0.6 and 1.4 keV (a range relevant to many electric propulsion systems) and for differ-
ent target materials including: aluminum (Al), carbon–carbon (CC), copper (Cu), molybdenum (Mo),
steel, titanium (Ti), and tungsten (W). Experiments were performed with an iodine-fueled gridded ion
thruster that was repurposed to act as an ion source, and the fraction of atomic and molecular ions
in the beam was determined using time-of-flight spectrometry. By varying the input power to the ion
source, the ratio of atomic-to-molecular ion beam current could be varied. Although filtering of neutral
iodine species was not possible, the collisional mean free path was estimated to be about 7m, such that
fast neutrals should only account for a small fraction (∼7%) of the incident beam. Emission yields were
inferred from the current–voltage characteristics of an electrostatic probe placed downstream of the ion
source, and whose collector surface was composed of the target material. Because of the polarity of the
probe, both electrons and negative ions are reflected and prevented from entering the probe. Results are
shown in figure 33 for two different ion source power levels (which give atomic-to-molecular ion beam
current ratios of approximately 50:50 and 75:25 respectively).

The highest emission yields are obtained with Al and Cu, while CC, Mo, and W give the lowest
yields. Since the emission yield varies linearly for some materials (such as Al and Ti), kinetic emission
processes likely dominate over Auger emission [124]. Overall, ion beam composition only plays a minor
role for SEE from Al, CC, Mo, Ti, and W, but appears to play a significant role for Cu and steel: most
likely due to the formation of a thin iodide layer as these materials are known to be reactive with iodine
(see section 4.1). Although detailed surface modification studies were not conducted, previous work with
oxygen and nitrogen beams have demonstrated that the formation of oxide and nitride layers affects the
emission yield [200–203]. As these layers are continually formed and sputtered, the SEE yield obtained
is therefore an effective value representative of the original surface material and the compound layer. As
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Figure 33. Secondary electron emission yields for iodine ion bombardment of different target surfaces and for two atomic-to-
molecular ion beam current ratios (blue circles or green up triangles for 50:50 and orange squares or red down triangles for
75:25). The horizontal solid and dashed lines show the emission yield from equation (42) for I+ and I+2 respectively. Data taken
from [199]. Error bars have been omitted for clarity but are typically less than±20%.

surface modification is expected to anyway occur in any real device, the effective emission yield obtained
may well be more accurate than that obtained for a ‘clean’ surface.

As no measurements were performed at low energies, and in the absence of any other available data,
the approximate empirical expression from Raizer [204] can be used to obtain an estimate of the SEE
yield due to Auger emission

γsee ≈ 0.016(εiz− 2εϕ) , (42)

with εiz the ionization threshold of the ion and εϕ the work function of the target material, with both
in units of (eV). Comparison with more detailed theoretical emission models show that equation (42) is
quite reasonable [205]. As an example, equation (42) is applied to the target materials in figure 33 and
predicted emission yields are shown as the horizontal solid and dashed lines, and given in table 17. As
seen, the estimated SEE yield is mostly consistent with the low energy values obtained experimentally.

4.4. Sputter erosion
An important consideration in both electric propulsion and materials processing is sputter erosion of
materials or components. Here, high-energy ions striking a target can physically remove atoms leading
to gradual surface erosion with time. For example, ion-neutral collisions in gridded ion thrusters can
lead to a loss of ion focusing through the acceleration grids, and the generation of a backstreaming ion
current [3]. This causes high-energy ions to strike the downstream acceleration grid (typically referred
to as the accel grid) leading to sputter erosion of grid surfaces (so called ‘pits and grooves’ erosion),
or enlargement of the grid apertures (known as ‘barrel’ erosion). This erosion produces a degradation
in thruster performance and eventually complete failure. Similarly, erosion of neutralizers is a concern,
while sputter erosion rates are typically important in certain plasma etching applications. For ions incid-
ent on a flat surface, the erosion rate is given by

dh

dt
=

msΓifcY

ρs
, (43)
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Table 17. Representative secondary electron emission yields due to Auger emission obtained from equation (42). Here εiz,I = 10.451 eV
and εiz,I2 = 9.31 eV.

Target εϕ (eV) Ion γsee

Al 4.28 I+ 0.030
I+2 0.012

CC 4.81 I+ 0.013
I+2 ≈0

Cu 4.65 I+ 0.018
I+2 ≈0

Mo 4.60 I+ 0.020
I+2 0.002

Steel 4.40 I+ 0.026
I+2 0.008

Ti 3.96 I+ 0.040
I+2 0.022

W 4.55 I+ 0.022
I+2 0.003

where h is the dimension perpendicular to the surface, ms is the atomic/molecular mass of the surface
material, ρs is the mass density of the surface material, Γi is the incident ion flux, Y= Y(εi) is the sput-
ter yield at perpendicular incident and which is a function of the ion bombarding energy εi, and fc is a
correction factor accounting for ions that strike the surface at an oblique angle. The sputter yield can be
defined as

Y=
Γa

Γi
, (44)

with Γa the flux of atoms removed. Sputter yields have been calculated or measured for many different
bombarding ion and target elements [206–208], including for oblique ion incidence [209, 210]. Within
an electric propulsion context, xenon ions striking metal surfaces like molybdenum have been partic-
ularly well studied [211–213], as molybdenum has a low sputter yield compared with other materi-
als (such as copper for example) and so is well-suited for acceleration grids. Figure 34 shows a range
of experimental data for perpendicular incidence of singly-charged xenon ions striking a molybdenum
surface [214], together with an empirical fit based on Eckstein’s formulation [214, 215]

Y= Qsn


(

εi
εth
− 1

)µ

λ
w +

(
εi
εth
− 1

)µ

 , (45)

where Q= 18.4, εth = 14.2 eV, µ= 2.2, λ= 1.7, and

sn =
0.5 ln(1+ 1.2288β)

β+ 0.1728
√
β+ 0.008β0.1504

, (46)

w= β+ 0.1728
√
β+ 0.008β0.1504, (47)

β =
aL
ZiZs

4πϵ0
e2

ms

mi +ms
εi, (48)

aL =

(
9π2

128

)1/3

a0
(
Z2/3
i +Z2/3

s

)−1/2
. (49)

Here Zs = 42 is the molybdenum charge number, Zi = 54 is the xenon charge number, a0 is the Bohr
radius, and mi is the ion mass. By contrast, very little data is available for iodine ions (either atomic or
molecular) striking any surfaces, nor has there been any significant research to develop iodine sputter
codes. The lack of sputter yield data for other specific ion-surface element combinations is also a chal-
lenge for the materials processing community, and which was partially addressed in [216] by using a
machine learning (ML) model based on Gaussian process regression to estimate unknown sputter yields.
Previous lifetime testing studies [217] of an iodine-fueled gridded ion thruster have used sputter yields
predicted from this model, and which are compared with those for xenon in figure 34. As seen, the
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Figure 34. Sputter yields for singly-charged atomic xenon and iodine ions striking a molybdenum surface. Xenon data is taken
from [214]. The black curve shows the empirical fit from equation (45), while the orange curve shows machine learning (ML)
predictions from [216] (with the shaded orange region denoting model prediction uncertainty).

sputter yield for singly-charged atomic iodine ions is noticeably higher than that of xenon (although
the majority of xenon data still falls within the shaded lower uncertainty region). However, comparing
erosion rate predictions with measurements obtained through high-resolution metrology suggests that
iodine sputter yields may be overestimated by roughly a factor of 2 [217]. By comparison, measure-
ments correlated reasonably well when xenon sputter yield data was used instead. As almost no known
experimental iodine sputter yield data is available for validation, the ML predictions in [216] should be
viewed as an upper estimate with xenon sputter yield data a reasonable interim substitute until further
data becomes available.

5. Applications andmodeling of iodine plasmas

5.1. Space propulsion
5.1.1. Thrusters
The first proposal to use iodine within the context of space propulsion occurred at least as early as 1960
when Gilleo and Kash [218] introduced a propulsion concept using composite beams of positive and
negative ions to achieve mutual neutralization. The idea was to generate negative ions via surface ion-
ization processes from low work function materials, which was already widely being used at the time
for positive ion formation (such as in cesium gridded ion thrusters) [7]. A strong motivation for this
work was connected with neutralization of the positive ion beam generated by electrostatic propulsion
systems, and concerns over whether electron emission for neutralization was viable. In particular, it was
unclear if electrons would be able to provide space-charge compensation of the ion beam in the plume
due to their small mass. Negative ions could potentially avoid this problem, and because of its high elec-
tronegativity, iodine was identified as a possible propellant. A similar concept was proposed in 1963 by
Bussi and Filippi [219]. Around the same time, several other works emerged associated with negative
ion formation. For example, in 1962 Dong et al [220] performed experiments to generate I− with the
aim of producing a negative ion beam source. Experiments were performed to create negative ions on
lanthanum or gadolinium hexaboride surfaces via surface ionization processes. The maximum current
density measured was 15mA cm−2 and the technique was concluded to be technically viable with no
iodine surface contamination observed. A schematic of the original experiment is shown in figure 35.

The use of iodine for producing negative ions for neutralization then appears to have ‘vanished’ from
the literature, possibly because of the successful SERT-1 mission launched in 1964, which tested two
mercury-fueled gridded ion thrusters. Neutralization was achieved using thermionic filament neutral-
izers, which conclusively demonstrated that electrons were able to achieve ion beam neutralization. As
electron emission is simpler and easier than negative ion emission, neutralization using electrons sub-
sequently became commonplace and is now used in virtually all electrostatic propulsion systems (with
the notable exception of electrospray or colloid thrusters which use ionic liquid propellants [221], and
micro-cathode arc thrusters which use a solid metal propellant [222]). Additionally, with the advent of
hollow cathode neutralizers which are extremely energy efficient [3], the need for negative ion neutraliz-
ation effectively disappeared.
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Figure 35. Schematic of the experimental apparatus used by Dong et al to produce I−. Reprinted from [220], Copyright (1962),
with permission from Elsevier.

Figure 36. Photograph showing the BHT-200 Hall thruster operating with iodine. The discharge voltage is 250V and the dis-
charge power is 500W. From [225]. Reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc.

Iodine did not receive significant consideration again for space propulsion until the early 2000’s
when Dressler et al [21] proposed iodine as an alternative propellant to xenon in the context of general
positive ion formation. After the first gridded ion thruster tests which used mercury and cesium propel-
lants, xenon later emerged as the preferred propellant of choice, in large part because of its low reactivity
and toxicity. However, based on space industry trends and long-term projections, Dressler et al noted
that cost and availability problems with xenon were likely to occur in the near future and that alternative
propellants would be needed. Iodine was identified as an attractive propellant option because its atomic
mass is similar to xenon, the ionization threshold energies of both I and I2 are low, and iodine can be
stored unpressurized as a solid with a high density. Dressler et al concluded that iodine was potentially a
feasible alternative to xenon, but that further investigation was required.

Around the same time, Tverdokhlebov and Semenkin [22] considered several alternative condensable
propellants for Hall thrusters, including iodine. It was again noted that the availability of xenon (due to
a low global production output) was a restriction that could cause challenges for the space industry in
the future. After considering several alternatives, iodine was discussed as an attractive option as world
production is several orders of magnitude higher than xenon, and iodine can be stored as a solid with a
low temperature required for sublimation. Several potential reactivity and toxicity concerns were however
noted.

Several patents for iodine electric propulsion systems were subsequently filed, first by Dressler et al
[223] in 2003 and then by Chabert [224] in 2006. However, the first known iodine electric propulsion
system was only developed and tested in 2011 by Szabo et al [225] at the US company Busek. Ground
experiments consisted of an iodine-fed Hall thruster, an iodine propellant storage and feed system, and
a prototype power processing unit. Neutralization was provided with a xenon-fueled hollow cathode.
Operation was found to be stable and performance was comparable with xenon. Figure 36 shows a pho-
tograph of the thruster operating with iodine, while figure 37 shows a performance comparison between
iodine and xenon propellants. Solid iodine crystals were stored in a reservoir and then sublimated using
a thermal control system to vary the pressure and achieve target mass flow rates. For mass flow rates of
the order of 1mg s−1, and a discharge voltage of 300 V, the thrust-to-power ratio observed was about
60mNkW−1 with an anode specific impulse and anode thruster efficiency of approximately 1500 s and
45%–50% respectively. The ion beam plume was found to be well-collimated and contained small frac-
tions of I+2 , I

2+, and I3+ [226], with the dominant ion being I+. This was confirmed in subsequent
work by Chiu and Prince [227] who performed optical emission spectroscopy of the thruster plume.
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Figure 37. Thrust as a function of power for the BHT-200 Hall thruster operating with xenon and iodine. The propellant mass
flow rate is between 0.58 and 1.04mg s−1. Data taken from [225].

Following successful ground-testing, Busek performed an extensive set of additional experiments with
different Hall thruster variants, and power levels ranging from below 200W to around 10 kW [228, 229].
As a general conclusion, iodine was found to be a viable alternative propellant that can provide superior
performance to xenon for various space missions. Furthermore, a strong reduction in propulsion sys-
tem size, mass, and cost is possible, and iodine deposition on spacecraft components was predicted to
be negligible. Some of the above tests were supported by NASA, which began to invest in further advan-
cing iodine propulsion technology [230, 231]. In particular, a CubeSat-sized iodine Hall thruster demon-
strator mission was proposed in 2012 [232] based on the Busek BHT-200 Hall thruster and which led to
the Iodine Satellite (iSAT) mission. Although iodine Hall thrusters were developed and delivered as part
of the mission, it did not fly. Scheduled for launch in 2018, the mission was stopped in 2017 because of
concerns related to propulsion system maturity: particularly operational challenges with the iodine hol-
low cathode [231] (see also sections 5.1.2 and 7.2).

Several other research groups also began seriously investigating iodine around this time. This
included Tsay et al [233] (also at Busek) who developed a gridded ion thruster (the BIT-3) based on RF
inductively coupled plasma (ICP) technology. This propulsion system also included an RF neutralizer
(see section 5.1.2 below). Similarly, Holste et al [234] developed an iodine-fueled gridded ion thruster
based on the existing RIT-10. Results were found to be broadly comparable with xenon, although iodine
exhibited higher performance at low mass flow rates, while at higher mass flow rates (and hence pres-
sures), there was a strong decrease in performance: consistent with the collisional energy loss arguments
discussed in section 3.8. Holste et al concluded that iodine appears to be a feasible alternative propellant
to xenon, although neutralization was achieved using a heated tungsten filament. Shortly after however,
Dietz et al [109] developed and tested an iodine-fueled RF neutralizer to replace the thermionic filament
(see section 5.1.2).

In parallel to the above studies, work on iodine electric propulsion also began in France at Ecole
Polytechnique and which was largely motivated by the plasma propulsion using electronegative GASES
(PEGASES) propulsion concept [235]. PEGASES was a proposed dual-beam propulsion system that
alternatively extracts and accelerates positive and negative ions (somewhat similar to the original iod-
ine propulsion concepts; see [218, 219]). A primary requirement of this concept was a propellant with a
strong electron affinity to enable negative ion formation, and iodine was quickly identified as an ideal
propellant. Several experimental prototypes were developed demonstrating the basic idea and valid-
ating the alternate ion beam extraction concept [236–238]. In 2016, the French company ThrustMe
spun out of Ecole Polytechnique and began pioneering the use of iodine in the space industry. To par-
tially validate several iodine technologies (such as the propellant storage and flow control systems) the
I2T5 cold/warm gas propulsion system was developed [27], and which is illustrated in figure 38. Here,
solid iodine is stored unpressurized and then sublimated using a temperature-controlled feedback loop.
The iodine vapor is then expanded through a small nozzle to generate thrust. The high storage dens-
ity of iodine, and the simple flow control hardware required, enabled a compact propulsion system
design with a 0.5-Unit (0.5U) form factor and a total wet mass of 0.9 kg. Concurrently, ThrustMe also
developed the NPT30-I2, which is an iodine-fueled RF gridded ion thruster [2], a cut-away view of
which is shown in figure 39. The use of iodine enabled a high impulse density system with a wet mass
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Figure 38. Photograph of the I2T5 cold/warm gas propulsion system. Reproduced with permission from [27].

Figure 39. Cutaway schematic of the NPT30-I2 propulsion system. Reproduced from [2]. CC BY 4.0.

of 1.2 kg, and a form factor of only 1U: almost half that needed for a similar xenon version. To pro-
mote further propulsion system miniaturization, electron-emitting thermionic filaments were used for
ion beam neutralization.

Following the successful in-space demonstration of the NPT30-I2 in 2020, several other organiza-
tions have developed iodine electric propulsion systems. This includes the IRIT4 gridded ion thruster
by Yang et al [239], as well as the REGULUS ambipolar thruster developed by the Italian company T4i
[240], and the electron cyclotron resonance ambipolar thruster ECRA developed by ONERA. In the
REGULUS system, plasma is created using an RF antenna and is then expanded through a magnetic
nozzle. This creates an internal electric field (called an ambipolar field) that then accelerates ions to gen-
erate thrust. A strong advantage of such ambipolar acceleration is that the thruster is inherently current
balanced, and so no neutralizer is needed. More recently, ThrustMe has developed the prototype iodine
Hall thruster JPT-150 [241], while Busek offers several Hall thruster variants that are compatible with
iodine [228]. Iodine Hall thrusters have also been developed by Xu et al [242], Paganucci et al [243] in
collaboration with the Italian company SITAEL, and more recently by Esteves et al [244] in collabora-
tion with Safran Spacecraft Propulsion. A recent review by Tirila et al [245] has compiled Hall thruster
performance data for a number of propellants. Iodine gives similar, or even superior, performance to
xenon over a wide power range from 100W to 10 kW, and is found to be one of the best alternative pro-
pellants available: nicely validating the original proposals by Dressler et al [21] and Tverdokhlebov and
Semenkin [22]. Finally, a consortium led by Airbus is developing several iodine-fueled thrusters as part
of the iFACT project (iodine Fed Advanced Cusp Field Thruster), which are based on a cusp magnetic
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Table 18. Example commercial iodine, or iodine-compatible, electric propulsion systems and the number of systems in space (with
respect to iodine). Here, power, thrust, and specific impulse (Isp = F/(ṁg0) where F is the thrust, ṁ is the input propellant mass flow
rate, and g0 is the gravitational acceleration at sea level) represent nominal or maximum values depending on available data [27,
247–251].

Name Organization Power (W) Thrust (mN) Isp (s) Number in space

Cold/warm gas
thrusters

I2T5 ThrustMe 5 0.35 — 11

Gridded ion thrusters

BIT-3 Busek 80 1.25 2300 At least 2
NPT30-I2-1U ThrustMe 65 1.1 2400 96
NPT30-I2-1.5U ThrustMe 65 1.1 2400 4

Hall thrusters

BHT-100 Busek 100 7 1000 Unknown
BHT-200 Busek 200 13 1390 Unknown
BHT-350 Busek 300 17 1244 Unknown
BHT-600 Busek 600 39 1500 Unknown
BHT-1500 Busek 1500 101 1710 Unknown
BHT-6000 Busek 6000 325 2700 Unknown
BHT-20K Busek 20 000 1005 2515 Unknown
JPT-150 ThrustMe 300 10 1600 -(R&D stage)
PPS®X00 Safran 1000 — — -(R&D stage)

Ambipolar thrusters

REGULUS-50-I2 T4i 50 0.55 550 At least 1
ECRA-30 ONERA 30 — — -(R&D stage)
ECRA-150 ONERA 150 — — -(R&D stage)

Cusp field thrusters

Alberich Airbus 20 0.63 900 -(R&D stage)
MkI Airbus 300 — — -(R&D stage)
Linear CFT Airbus 1000 — — -(R&D stage)

field thruster somewhat similar to Hall thrusters [246]. A summary of several commercial iodine-fueled
electric propulsion systems is listed in table 18.

To conclude, Building blOcks for iOdine thruSTers [252], a research initiative funded by the
European Union, was recently launched with the primary goal of advancing and promoting iodine elec-
tric propulsion technology as a key enabler for the small satellite market; overcoming the current low
technological maturity through a modular approach focused on developing essential building blocks for
future commercialization.

5.1.2. Neutralizers
The majority of iodine electric propulsion systems developed to date are classed as electrostatic systems
(such as gridded ion or Hall thrusters), which require an electron-emitting neutralizer [3]. Not only
is this needed to ensure overall current balance of the propulsion system and spacecraft, but it is also
necessary for charge compensation to prevent ion-beam stalling [7]. In the case of Hall thrusters, the
neutralizer also serves as an electron source for initiating and sustaining the plasma discharge.

Currently, there are three main types of neutralizer technology which includes: a heated wire fila-
ment, a miniature RF or microwave plasma discharge, and a thermionic hollow cathode. A filament
neutralizer is the simplest and consists of a metal wire (such as thoriated tungsten or tantalum) that is
heated by flowing a sufficiently high current through it. Ohmic heating of the wire causes a temperat-
ure increase that can lead to thermionic electron emission. Although filament neutralizers have flown
in space [2, 253], they are not widely used because the wire can evaporate at typical operating temper-
atures and/or is very susceptible to damage (such as from sputter erosion due to ion bombardment)

46



J. Phys. D: Appl. Phys. 59 (2026) 023001 T Lafleur et al

Table 19. Common neutralizer technologies and their typical efficiencies (representative data taken from [257]).

Neutralizer Ee (eV) ηg

Filament 1000–2000 —
RF/microwave 100–300 1–10
Hollow cathode 15–50 1–100

[217]. There is also a limit to the maximum electron current density that can be extracted because of
both Richardson’s law [3], and the Child–Langmuir law associated with space-charge effects [124]. By
contrast, RF neutralizers make use of an ICP discharge and then extract a quasi-neutral plasma (but
with a net electron current) through an orifice [109, 233, 252, 254]. Microwave neutralizers operate in
a similar manner [255, 256]. As the discharge is essentially quasi-neutral and electrodeless, a higher elec-
tron current density can be extracted and erosion is reduced or eliminated. Finally, hollow cathodes cre-
ate a high-density plasma discharge inside a hollow cylindrical geometry via electron emission from a
special heated insert material (such as lanthanum hexaboride, LaB6, or barium oxide, BaO [3, 257]; see
also section 7.2) and a quasi-neutral plasma is again extracted through an orifice. Care is needed when
operating and handling hollow cathodes however, as the insert material is susceptible to poisoning or
chemical reactions with some substances [3]. Despite this, hollow cathodes are by far the most efficient
and dominant neutralizer technology to date.

Neutralizer power efficiency can be expressed in terms of an electron energy cost given by

Ee =
Pneut
Ie

, (50)

where Ie is the net extracted electron current and Pneut is the total power needed to operate the neut-
ralizer. A typical design objective is to minimize the energy cost. While RF, microwave, and hollow
cathode neutralizers can achieve a lower energy cost than filament neutralizers, they require a small
amount of propellant flow (approximately 5%–10% of the main thruster mass flow rate) to operate [3].
Consequently, a propellant gas utilization efficiency can also be defined by

ηg =
MIe
eṁ

, (51)

with M the atomic/molecular mass of the propellant, ṁ the neutralizer propellant mass flow rate, and
e the elementary charge. Table 19 provides representative efficiency values for the different neutralizer
technologies, where it is seen that hollow cathodes have the lowest electron energy cost.

At present, the only known technology demonstrated in space for iodine-fueled electric propulsion
systems is a filament neutralizer, which is used by the NPT30-I2 thruster [2]. While such neutralizers
are simple and do not require any propellant flow, their electron energy cost is very high. Thus, they
are only appropriate for low currents (for reference, the ion beam current produced by the NPT30-I2
is between about 10 and 20mA [2, 28]). For higher currents, and in particular for Hall thrusters, the
electron energy cost of filament neutralizers is too high to be feasible. For example, consider a 1 kW
Hall thruster generating a nominal ion beam current of 4 A. If a filament neutralizer is to be used, and
assuming an aggressive design with an electron energy cost of 1000 eV, the power consumption required
is 4 kW. Another challenge with filament neutralizers is that they are easily damaged. Recent testing sug-
gests that the maximum lifetime may be limited to just above 1260 h [217]: a value that may be insuffi-
cient for many space missions.

RF/microwave neutralizers have an electron energy cost almost an order of magnitude lower than fil-
aments, and are less prone to erosion or degradation. They are therefore well-suited for long-duration
missions and flight models operating with iodine have already been successfully developed [257]. Indeed,
an RF neutralizer (the BRFC-1; see figure 40) is used by the BIT-3 thruster [233], although publically
available information on flight heritage is not known. The status of iodine neutralizers have recently
been thoroughly discussed in the review paper by Becke et al [257], who have identified various organiz-
ations developing iodine neutralizers. Becke et al note that while there does not appear to be any tech-
nical barrier for RF neutralizers, as of 2025 there has been no known stable, long-term operation of
a hollow cathode using iodine (see also section 7.2). The electron energy cost for RF neutralizers may
however still be too high for some thrusters. Using the Hall thruster example from before, and assuming
an electron energy cost of 100 eV, the power consumption is about 400W: a significant fraction of the
total propulsion system power. By contrast, the power consumption of a hollow cathode for this example
could be as low as 60W.
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Figure 40. Photograph of the BIT-3 ion thruster (bottom discharge) and BRFC-1 RF neutralizer (top discharge) operating with
iodine. From [233]. Reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc.

Figure 41. Scanning electron microscope image of InP cylindrical array patterns produced using iodine plasma etching.
Reproduced from [23]. © IOP Publishing Ltd. All rights reserved.

5.2. Industrial applications
Although interest in iodine plasmas has largely been driven by space propulsion needs in recent years,
there are also a number of potential ground-based applications including dry etching [23, 258], material
surface treatment or modification [259, 260], lasers [261–263], and UV light sources [264]. Unlike for
propulsion, a mixture of different gases (such as xenon and iodine), or even iodine compounds (such
as boron triiodide; BI3), are typically used instead of pure iodine. While this adds further reaction pro-
cesses beyond those explicitly treated in this review article, various atomic and molecular neutral and
ionic iodine species are nonetheless expected to form such that much of the volume and surface plasma
chemistry is still relevant.

Low-temperature dry etching of III–V semiconductors is often desired for preserving fine resist
masks during fabrication. An important requirement for dry etching is that the product of the reac-
tion between radicals in the plasma and atoms of the material surface must be volatile. The use of iod-
ine plasmas has been proposed for the etching of certain semiconductor materials [23] such as indium
phosphide (InP), gallium arsenide (GaAs), and silicon dioxide (SiO2). As the volatilization temperature
of indium iodide (InI) is much lower than indium chloride (InCl), a lower temperature etching pro-
cess can be realized. For example, [23, 265] describe an etching process for micro/nano-optical or elec-
tron device fabrication, as well as photonic crystals. Solid iodine crystals are placed on a heated sub-
strate that causes sublimation and the resulting iodine vapor is then distributed within the processing
chamber. Controlling the substrate temperature allows the iodine vapor pressure (and hence mass flow
rate) to be adjusted. An ICP discharge is created above the substrate using xenon as the main feed gas,
although reactive iodine ions are also generated from the iodine vapor. By applying an RF bias to the
substrate, the ion energy can be controlled and a smooth vertical etch of the substrate material obtained.
For the etching of InP, a low process temperature of only 90 ◦C is required and a reasonable etch rate of
0.4µmmin−1 can be achieved. By comparison, etching with chlorine requires process temperatures as
high as 250 ◦C. Figure 41 shows a scanning electron microscope image of optical waveguides fabricated
using this technique.
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Figure 42. Etching rate of InP as a function of pressure. The ICP power is 300 W, the substrate bias power is 20W, and the process
temperature is 90 ◦C. Data taken from [23].

Other sources of iodine have included HI for use in neutral beam etching of gallium nitride (GaN)
and indium gallium nitride (InGaN) for micro light-emitting diodes [266]. Compared with chlorine
neutral beam etching, a higher etch rate is observed when using HI, together with a lower surface rough-
ness and significantly lower etching residues. These results are consistent with those obtained earlier by
Pearton et al [267], who also showed that HI is a universal etchant for III–V semiconductors enabling
very anisotropic etch features. It should be noted though that in some cases, non-hydrogen etchants are
preferred as they can result in simpler etch processes and equipment requirements [268]. Solid iodine is
therefore an attractive etchant, which also allows more precision in the etching process to be achieved
by finely controlling the amount of iodine placed in the processing chamber. Although argon is often
used as a feed gas in semiconductor manufacturing, xenon was chosen for iodine etchants because it has
a similar mass to atomic iodine [23, 265]. With the use of iodine in the process, the etch rate increases
by a factor of almost two compared with that observed for xenon alone. This is thought to result from
the higher chemical reactivity of iodine and the higher volatility of the etch products. Figure 42 shows
the measured etching rate with pure xenon and xenon/iodine chemistries. Iodine can also have other
advantages. For example, when etching indium gallium arsenide phosphide (GaInAsP) structures [268],
although indium iodide (InI3) has a high volatility, other iodide etching products can form a passiviza-
tion layer protecting etch structure sidewalls. As an alternative to solid iodine crystals, iodine trichloride
(ICl3) powder has been used to etch GaAs [265]. The main etching mechanism depends on the process
pressure with sputtering by positive ions dominating at pressures around 0.1 Pa, while chemical etching
dominates at 1 Pa.

The etching process described above has also been investigated for the dry etching of silicon (Si)
[269], and is very simple as it is free of any carbon, carbon fluoride, or hydrogen reaction products.
This is potentially attractive as such products can lead to the deposition of a polymeric layer on etched
surfaces. While xenon fluoride (XeF2) as been used as an alternative etchant, the etching profile is very
rough and isotropic which affects device performance. Similarly, although HI has been demonstrated
as an etchant, the presence of hydrogen can induce damage to the substrate. Thus, solid iodine etching
again offers potential advantages as it avoids these issues. Since deep vertical etches with smooth profiles
can be produced (typically with a surface roughness of 6 nm: i.e. smaller than the wavelength of light
which satisfies optical device requirements) and with reasonable etching rates of up to 90 nmmin−1,
solid iodine could be useful for fabricating micro-electromechanical system devices. For the etching of
silicon, the use of iodine has been found to increase the etch rate by a factor of 3–4 over pure xenon
depending on the process pressure and substrate bias power [269]. Since pure xenon etching is due to
sputter erosion, it is thought that iodine etching is again of a chemical nature. This demonstrates that
although iodine reactivity may be a disadvantage for some applications (see section 4.1), it can in fact be
beneficial for other applications.

The use of iodine for etching is not however always useful. For example, [270] studied the etching
of zinc oxide (ZnO) and indium-zinc-oxide (IZO) films with iodine bromide (IBr) and BI3 chemistries
where little benefit was observed. The etching rates found were similar to those for physical sputtering
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from pure argon. Similarly, BI3 was used to etch lanthanum manganite perovskite (LaCaMnO3) for mag-
netic memories and sensors in [271]. While some chemical etching enhancement was observed (amount-
ing to a few tens of percent), above a certain gas flow rate the etch rate in fact decreased due to the
adsorption of iodine on the substrate surface. Iodine was also found to be impractical for the etching
of silicon carbide (SiC) in [272] because the resulting etch products are not sufficiently volatile.

Several studies have investigated the use of iodofluorocarbon substances (such as iodotrifluoroethyl-
ene and 1-iodoheptafluoropropane) for etching dielectric films as an alternative to perfluoro compounds
currently used and which have a strong global warming potential [273]. Promising results have been
found for the etching of SiO2 and silicon nitride (SiN2) films. Global warming concerns with perfluor-
inated compounds have also led to research with trifluoroiodomethane (CF3I) for atomic layer etching
[274, 275], which is a type of etching that has received increased interest in recent years as it allows
atomic-level control of etch thickness and exhibits self-limiting characteristics [276, 277].

Focused ion-beam etching has been proposed as a technique enabling rapid prototyping of new
micro-/nano devices and has been applied to the etching of silicon for photonic applications [278, 279].
Optical losses due to crystal damage and ion implantation can make the manufacture of some optical
devices impractical or challenging. However, such damage can be reduced by etching with iodine gas
enhancement, followed by thermal post-treatment to desorb any silicon-iodine bonds from the surface.
Using a 30 keV gallium focused ion beam, [278, 279] injected iodine vapor from a gas nozzle positioned
near the etch site. The nozzle contained a crucible with solid iodine heated to 42 ◦C causing sublima-
tion and adsorption on the silicon surface. Measurements indicated that optical losses were reduced from
3520 dB cm−1 for a direct gallium ion beam etch, to approximately 196 dB cm−1 when iodine was added
(followed by thermal post-treatment).

Aside from etching, there are also other uses for iodine, such as in surface modification/treatment.
For example, in [259] carbon nanospheres were impregnated with iodine and iron–nitrogen (Fe–Nx)
dopants using a solution plasma process to improve electrocatalytic activity. Iodine dopants have a large
atomic radius that can induce defects and distortions in the carbon lattice and positively affect oxygen
reduction reactions for fuel cells. In this sense, such novel dopants can act as alternative catalysts to plat-
inum. Iodine can also promote improved electron conductivity and enable high current densities to be
achieved. In [280], a low-temperature CCP iodine plasma was used to treat activated carbon for use as
an electrode in electrochemical capacitors. Iodine-doped carbon leads to samples that are much rougher
compared with untreated carbon (see figure 43), and electrochemical measurements indicate superior
performance. This is potentially useful for supercapacitors because of the reversible reduction-oxidation
(redox) reactions of iodide species at the carbon/electrolyte interface. Other applications include the
manufacture of catalysts for water splitting and hydrogen generation applications [281]. Inspired by
observations that iodine addition to some lamps can increase filament lifetime (by binding to evapor-
ated tungsten atoms and promoting re-deposition onto the surface of the filament), [281] used an atmo-
spheric pressure iodine dielectric barrier discharge to create three-dimensional copper sulfide (Cu2S)
nanosheet arrays for the low-cost fabrication of novel oxygen evolution reaction catalysts. Finally, iodine-
based substances, such as iodophor and povidone–iodine, have been used to create antiseptic nano-scale
coatings via plasma polymerization for medical devices and wound dressings [260]. Such coatings have
been shown to exhibit broad spectrum anti-bacterial activity against microbes responsible for wound
infections: including drug resistant strains.

Iodine plasmas can also indirectly be formed in several other applications. For example, determ-
ination of iodine content in food or geological samples is often conducted using ICP mass or optical
spectrometry [282–284]. Knowledge of the relevant iodine plasma chemistry, surface reactions, and dif-
ferent species formed can therefore aid the understanding and interpretation of measurements obtained.
Similarly, the purification of iodine for semiconductor production has been studied in [285] to reduce
carbon or metal impurities. Here, an oxygen-argon ICP plasma interacts with iodine vapors to form
diiodine oxides (I2O5). Thermal decomposition then produces oxygen and high-purity iodine: a pro-
cess that could also be relevant to the production of high-purity iodine propellant for space propulsion
applications.

5.3. Theoretical and numerical modeling
Sections 2–4 provided a comprehensive set of data associated with general iodine properties, collision
reactions and plasma chemistry, and plasma-surface interactions. Aside from being useful in under-
standing the basic underlying processes relevant to iodine plasmas, this information is important for
the design of practical devices (such as propulsion or processing systems as discussed in sections 5.1
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Figure 43. Scanning electron microscope images of (a) unmodified carbon, (b) iodine treated carbon (20W for 10min), and (c)
iodine treated carbon (80 W for 10min). Reprinted from [280], Copyright (2016), with permission from Elsevier.

and 5.2), is needed to help interpret or analyze several diagnostics (such as optical emission spectro-
scopy), or is a critical input to theoretical/numerical models. This last point is particularly relevant as
iodine plasmas are significantly more complex than noble gas plasmas like argon or xenon.

The majority of modeling efforts to date have focused on electric propulsion applications. The
first known model of an iodine plasma was developed by Grondein et al in 2016 [71] using electron
impact cross-section data largely obtained from Hamilton [29]. In this work, Grondein et al developed
a model of an RF gridded ion thruster and studied system performance when using xenon or iodine.
Overall, comparable performance was obtained and iodine was found to be a viable alternative propel-
lant. However, at low mass flow rates, the performance with iodine was predicted to be higher than with
xenon: consistent with experimental measurements performed several years later by Holste et al [234]
and Esteves et al [286]. The work by Grondein et al helped to create an initial iodine reference reaction
set that was subsequently leveraged in several previous works: first by Lucken [97] and Marmuse [98],
and more recently by Lafleur et al [28] and Esteves [26, 287]. The model of Grondein et al also appears
to have been adapted by Dietz et al [109] to model iodine RF neutralizers. While the general trends were
consistent with experiment, the predicted neutralizer current was approximately two times higher than
that measured experimentally.
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Figure 44. Thrust of the NPT30-I2 as a function of total propulsion system power for mass flow rates of (a) 38µg s−1, (b)
58µg s−1, and (c) 99µg s−1. Data markers show experimental measurements while shaded regions indicate model predictions.
Data taken from [288].

Lafleur et al [28] and Esteves [26, 287] developed more sophisticated models than Grondein et al by
including additional reaction processes and using updated electron scattering cross-sections provided by
Ambalampitiya et al [31]. The model of Esteves was compared with experimental measurements per-
formed in an RF ICP plasma source showing good agreement. Similarly, the model of Lafleur et al was
validated with measurements of the ion beam current and propellant utilization efficiency (ηm = ṁi/ṁin

where ṁi is the ion mass flow rate and ṁin is the propellant inlet mass flow rate) obtained with the
NPT30-I2 propulsion system (see section 5.1). Further work by Jia-Richards and Lafleur [288] then com-
pared the predicted and measured thrust where excellent agreement was obtained, as demonstrated in
figure 44 (see also section 6.1). Overall, the above works indicate that although there are missing col-
lisional processes and cross-section data, current reaction sets appear reasonable and can be used to
predict realistic system performance. Results also confirm that performance with iodine is higher than
xenon at low mass flow rates, and that it appears to be a promising alternative propellant. Furthermore,
the higher elastic scattering cross-section of atomic iodine, and the shallower Ramsauer minimum (see
section 3.2.1), may enhance electron momentum transfer leading to a higher RF power coupling effi-
ciency in low-pressure ICPs [28]. However, both Lafleur et al and Esteves noted that there is still uncer-
tainty in the validity of available elastic scattering cross-sections for atomic iodine at low electron ener-
gies and that further research is needed.

The works above use volume-averaged models focused on iodine reaction kinetics and global system
performance. Several studies have however investigated discharge spatial variations. This includes the 2D
model by Levko and Raja [108] who simulated an iodine ICP, Esteves [26] who developed a 1D model
of iodine gas flow in an ICP (including a limited set of plasma collisional processes), and Liu et al [289]
who developed a 2D fluid model of an iodine-fed hollow cathode discharge. This last model under-
went partial validation against experimental electrical measurements, revealing the critical importance
of molecular iodine dissociation due to electron impact and thermal processes, which results in atomic
iodine as the dominant neutral species. While the simulated discharge behavior shared some similarities
with xenon, significant differences were also observed. Simulations illustrate that including I− results in
a higher ionization degree, discharge power, and electron and gas temperatures compared to cases where
I− was not considered. These findings underscore the necessity of thoroughly understanding the more
complex iodine plasma chemistry to help optimize the design and operation of iodine neutralizers. As
an illustration, figure 45 presents example 2D contour maps of key plasma properties within the hollow
cathode, as simulated by Liu et al.

Other multi-dimensional models include the work of Saifutdinova et al [290] who simulated an iod-
ine ICP with a more sophisticated plasma chemistry than that originally used by Levko and Raja [108].
An interesting finding of this work is that for short initial simulation times, the discharge is an ion–
ion plasma dominated by I+2 and I− charged species, and that it only transitions to an electron–ion
plasma (dominated by I+ and e−) after several milliseconds. This was also studied by the same authors
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Figure 45. Spatial density distribution of (a) electrons, (b) I+, (c) I+2 , and (d) I− in an iodine hollow cathode, with a 1D profile
along the hollow cathode axis shown in (e). Reproduced from [289]. © IOP Publishing Ltd. All rights reserved.

Figure 46. (a) Velocity of I+ and I+2 species and (b) electric field (E) and ionization rate (Siz,I+ for I+ and Siz,I2+ for I+2 ) profiles
as a function of axial position along the channel of an iodine-fueled Hall thruster. Reprinted from [294], with the permission of
AIP Publishing.

using an earlier volume-averaged model [291], where it was found that an ion–ion plasma could be pro-
duced at low powers and for pressures above 3 Pa. As the power is increased, electron impact dissoci-
ation of molecular iodine starts to become more significant and a transition to a conventional electron–
ion plasma is observed. Lequette [292] developed a quasi-2D iodine PIC model (which was 1D in the
axial direction with approximate transverse boundaries) to simulate inductive discharges. This PIC model
was coupled to a fluid model describing the evolution of neutral species and represents one of the only
known iodine PIC codes developed to date. Lequette noted that at low pressures, the discharge is eletro-
positive and similar to a typical noble gas discharge. However, at higher pressures, the plasma becomes
electronegative with a significant negative ion density. Strong gas heating is also observed, which is con-
sistent with previous experimental measurements [26], and the atomic iodine temperature is higher than
the molecular temperature. Gas heating appears to result from electron impact dissociation processes,
although recombination reactions were also found to be relevant in some cases. The work of Lequette
provides an important step towards high-fidelity 2D modeling of various iodine electric propulsion
systems.

While many models have focused on gridded plasma sources, work has also been done to model Hall
thrusters, ambipolar thrusters, and cusp magnetic field thrusters based on the high efficiency multistage
plasma thruster (HEMPT) concept. Bianchi et al [293] developed a volume-averaged model of an iod-
ine Hall thruster segmented into two separate zones (a dissociation zone and a combined acceleration
and ionization zone). Results suggest that the density of negative ions is expected to be negligible, while
an appreciable fraction of I+2 (as high as 30%) is predicted. Model results were found to be in reason-
able agreement with the JPT-150 thruster prototype. Chabert et al [294] developed a 1D simulation
of an iodine-fed Hall thruster and showed that there are two distinct ionization zones (see figure 46):
one near the anode and associated with the ionization of molecular iodine, and a second downstream
associated with the ionization of atomic iodine. A significant fraction of I+2 was predicted, and the use
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Figure 47. Spatial density distribution of electrons, I, and I− species in an I2-Xe ICP plasma operated at 400W. Reproduced from
[298]. CC BY 4.0.

of iodine allows an extension of thruster operating parameters to lower mass flow rates and discharge
powers. Xu et al [242] performed 2D simulations of an iodine-fueled Hall thruster and found that the
dissociation zone overlaps with the near-anode region and the ionization zone. Andrews et al [295] have
developed a model of the REGULUS ambipolar thruster. In contrast to gridded ion thrusters, Andrews
et al found that iodine gives slightly lower performance than xenon, but predictions where again in reas-
onable agreement with experimental measurements. Iodine ambipolar thrusters have also separately
been modeled by Saini and Ganesh [296]. Niu et al [297] performed 1D fluid simulations of an iod-
ine HEMPT thruster. Low-frequency oscillations (around 25 kHz) were observed and the densities of I+

and I+2 were found to be similar. Iodine was predicted to give enhanced performance compared with
xenon. As with the iodine Hall thruster models above, the density of I− is again predicted to be negli-
gible, which is not surprising given the high electron temperatures present in these devices, and hence
the importance of molecular dissociation and detachment processes.

Finally, the work of Gehring et al [298] is noteworthy as it is one of the only models not developed
for propulsion applications. Here, the commercial package COMSOL was used to simulate iodine ICPs
for the development of mercury-free UV radiation sources, and results were compared with experimental
data. In particular, the model included a mixture of xenon and iodine. Figure 47 shows the predicted
spatial density distribution of different particle species.

6. In-space testing

6.1. Flight heritage
Although development of the first iodine-fueled electric propulsion system occurred at least as early as
2011 by the US company Busek [153], the first known in-space demonstration was in November 2019
by the French company ThrustMe who tested the I2T5 cold/warm gas thruster [27]. The system flew
aboard the 6U CubeSat, Xiaoxiang 1-08, operated by the Chinese company Spacety [299], and which
was placed into a 500 km circular Sun-synchronous orbit (SSO). The first firings of the thruster were
between 16 and 19 November and consisted of 4 h of cumulative burn time. While propulsion system
telemetry indicated successful operation, the firing duration and thrust was too low for a clearly dis-
cernible orbit change from global positioning system (GPS) and space surveillance network (SSN) data.
Despite slight variations in expected thermal behavior compared with ground-testing, the system func-
tioned as expected and validated iodine storage and flow control/distribution hardware [27].

The first in-space demonstration of a plasma-based iodine electric propulsion system occurred
in 2020. This system (the NPT30-I2; also developed by ThrustMe) flew aboard the 12U CubeSat,
Beihangkongshi-1 (again operated by Spacety), launched on the 6 November 2020 into a 480 km SSO
[300]. Figure 48 shows a photograph of the propulsion system integrated with the satellite at the
assembly facility. After several initial system tests, the first firing campaign took place at the end of
December 2020 and continued until the end of February 2021. During the campaign, a total of 11 separ-
ate firings were conducted, with the satellite attitude control system adjusting the thrust vector direction
to be parallel, anti-parallel, or perpendicular to the satellite velocity vector. The time evolution of the
satellite mean semi-major axis is shown in figure 49, together with the firing tests performed. The black
line in figure 49 shows the planned/expected semi-major axis from a simplified analytical model includ-
ing the planned firing maneuvers and their duration. The decay between maneuvers occurs because of
residual atmospheric drag on the satellite. The blue circles show independent tracking data from the SSN
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Figure 48. The NPT30-I2 propulsion system integrated with the Beihangkongshi-1 satellite before launch. Reproduced from [2].
CC BY 4.0.

Figure 49.Mean semi-major axis of the Beihangkongshi-1 satellite with time. The black line shows predictions from theory, while
the markers show data from the space surveillance network [301] (SSN; blue circles), onboard global positioning system receiver
(GPS; orange squares), and high-fidelity numerical simulations using the general mission analysis tool [302] (GMAT; green up
triangles). The arrows denote firing events. Reproduced from [2]. CC BY 4.0.

managed by the US Space Force, while the orange squares show GPS data taken just before and after
each firing. Finally, the green up triangles show high-fidelity orbital dynamics simulations accounting
for the propulsion system performance and firing duration. The nominal thrust was 0.8mN for a total
operating power of approximately 55W, and the burn duration was between 80 and 90min for each fir-
ing (which included the 10–20 min time needed for initial propellant heating). This resulted in a satellite
altitude change between about 200 and 400m.

Overall, the agreement between theory, simulation, and GPS/SSN measurements in figure 49 is excel-
lent and there is a clear altitude change correlated with each firing. The thrust vector direction was var-
ied such that the altitude increased for firings labeled 1A, 1B, and 2B (simulating a drag compensation
maneuver for example), and decreased for firings 2A, 2C, 2D, 2E, 2F, 2H, and 2I (simulating collision
avoidance or initial de-orbiting). For firing 2G, the thrust vector direction was such that the altitude was
not expected to change. In total, a cumulative altitude change of 3 km occurred over all firings. In addi-
tion to a clear orbit change, onboard telemetry confirmed successful thruster operation. Figure 50 shows
various grid current measurements, subsystem temperatures, and the thrust/power evolution for firing
1B. As seen, telemetry is consistent with ground testing data, which indicates that the space environment
can be well replicated during thruster qualification.
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Figure 50. (a) Ion beam current (Ib), electron neutralizer current (Ie), and accel grid current (Ia), (b) propulsion subsystem
temperatures, and (c) thrust and power evolution for firing 1B in figure 49. The symbols in (b) indicate the temperature of the
MotherBoard (TMB), the radio-frequency Generator (TRFG), the accelerator grid supply unit (TGSU), the neutralizer cathode sup-
ply unit (TCSU), and the iodine flow control unit (TFCU). Reproduced from [2]. CC BY 4.0.

Figure 51. Average estimated thrust for each maneuver in figure 49 as determined by numerical modeling, and indirect/direct
testing. From [288]. Reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc.

An important factor in validating new propulsion technologies is a rigorous performance audit con-
ducted throughout the design and testing phases, as even slight variations in performance can lead to
unacceptable differences in predicted and actual spacecraft positions during flight [303]. While this has
been performed and publically documented for some thrusters and missions, such as SERT-I and SERT-
II [253, 304], performance audits of micropropulsion systems are far more limited [305, 306]. Based on
numerical modeling (similar to that discussed in section 5.3 and which uses data from sections 3 and 4),
indirect laboratory testing from diagnostic probes, indirect in-space testing from propulsion system tele-
metry, and direct in-space testing analyzing GPS data, a full thrust audit has been conducted of the
NPT30-I2 [288]. Figure 51 shows a comparison of these different methods for the firings in figure 49,
where excellent agreement and consistency is observed. Furthermore, the predicted thrust of all man-
euvers is close to the nominal thrust level commanded by the satellite (black dashed line in figure 51).
Such a thrust audit is an important step towards improving confidence in iodine propulsion technolo-
gies. The good agreement of the numerical model results with the various measurements also provides a
strong indirect validation of the iodine plasma chemistry and cross-section data presented in section 3.

Since the in-space demonstration of the NPT30-I2 between 2020 and 2021, further flights of this
technology have occurred with as many as 100 systems in space since July 2025 [307]. In addition, the
BIT-3 gridded ion thruster developed by the US company Busek, and the iodine ambipolar thruster
REGULUS developed by the Italian company T4i, have also subsequently flown [240, 308]. REGULUS
was integrated with the Unisat-7 satellite and launched in March 2021, while the BIT-3 was included
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onboard the LunaH-Map cubesat and launched as part of Artemis 1 in November 2022. Publically avail-
able information is limited such that the status of these systems is not known, although there is some
indication that a propellant valve became blocked during the LunaH-Map mission because of iodine
deposition (resulting from an excessive launch delay) and the thruster was not able to fire [308].

6.2. Safety and environmental considerations
Iodine is an essential trace element for life. However, molecular iodine is toxic in cases of excessive
exposure through inhalation or ingestion, with a mean lethal dose of 2–4 g [309]. For large doses of
several grams, iodine can cause burning of the mouth and throat, chest tightness, and even headaches
[310]. It is a skin irritant and can even lead to tissue damage. Since iodine readily sublimates to form
a corrosive vapor, appropriate safety precautions must be taken when handling iodine: including when
cleaning vacuum equipment such as chambers or pumps that have been exposed to iodine. Typical pro-
tective gear can include gloves, safety goggles, and respirator masks to prevent inhalation of iodine vapor
or contaminated dust [310].

From an environmental perspective, depletion of stratospheric ozone has been proposed as a poten-
tial impact of iodine propulsion. Iodine can catalyze ozone destruction in a similar way to the other
halogens chlorine and bromine [311]. Feng et al [312] modeled ozone depletion in a scenario with wide-
spread use of iodine propulsion numerically using a general circulation model of the atmosphere. They
initially assumed emission of 8 metric tons of I2 per year (corresponding to an annual launch of 40 000
satellites each with 0.2 kg of propellant), resulting in a ∼0.1 part per trillion volume increase in strato-
spheric iodine and 0.02% decrease in global average stratospheric ozone. However, iodine concentration
increases were found to scale nearly linearly with 10 to 100-fold further increases in emissions, leading
to significant stratospheric ozone depletion in the latter case. Such cases are currently however very far
from being achieved or even projected within the space industry. Furthermore, iodine propulsion cannot
conceivably alter iodine levels in the troposphere appreciably, with estimates of natural oceanic emissions
ranging from 114 000 to 550 000 metric tons per year [313].

In their study, Feng et al assumed that iodine from electric propulsion in low-Earth orbit would ulti-
mately descend to lower layers of the atmosphere rather than escape to space. The question of which
possibility dominates has been explored for other propellants, such as mercury, by Fourie et al [314].
Depending on the thruster orientation and specific impulse, ions may or may not achieve escape velo-
city. For example, for orbit raising at 800 km, ions with an exhaust velocity less than 1.8× 104 m s−1

remain gravitationally bound to the Earth. Even where they exceed the escape velocity, ions are typically
trapped by the geomagnetic field, bouncing between polar magnetic mirror points. Repeating the calcu-
lation in appendix A.2 of Fourie et al for iodine gives a maximum gyroradius of 1.4 km (much smaller
than the Earth’s radius). Ions are likely to be neutralized on reaching lower altitudes near the poles, lim-
iting the chance that they will retain sufficient energy to escape. This likelihood contrasts with that of
iodine originating in the troposphere reaching the stratosphere; this iodine is contained within short-
lived gases severely limiting transport to higher altitudes [311, 313].

7. Future research and remaining challenges

7.1. Material compatibility
As highlighted in section 4.1, iodine can react with many common materials. While a number of recent
works have been dedicated to the study of iodine-material compatibility, it is clear that further research
is still needed. In particular, three main research directions can be identified. Firstly, there is a lack of
uniformity of results in the literature which makes it challenging to extract general conclusions for cer-
tain substances (e.g. gold). Similarly, there is a strong discrepancy between corrosion rates for some sub-
stances, which implies that test conditions are not identical (e.g. the state of the test material surface, the
background pressure and temperature, the quality of measurements, etc).

Secondly, there is a lack of tests and data for high-temperature iodine exposure. Even if some mater-
ials may be compatible with iodine at low temperatures, this can change at elevated temperatures where
reaction rates can increase exponentially. This may be particularly relevant to many iodine applica-
tions, since as discussed in section 7.6 below, measurements in low-pressure iodine discharges indicate
strong gas heating with temperatures reaching as high as 1500K in some cases. Furthermore, vibration-
ally excited iodine, electronically excited iodine, and even positive or negative iodine ions, may increase
reaction rates further or even promote new reaction pathways: as is well-known with other molecular
substances such as hydrogen used for reducing iron ores (see for example [315]). While there is some
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information on high-temperature corrosion of iodine in the context of nuclear applications, this is usu-
ally limited to only a few materials (e.g. stainless steel, zirconium alloys, refractory metals, and some
ceramics).

Finally, it should be noted that most previous research has only considered a few standard materials
with little innovation regarding novel material options. While this is natural for pure metals and their
alloys, there are many possible ceramics, ceramic coatings, or polymer coatings that could be tested and
very little, if any, existing literature on their iodine compatibility. This point is also of specific relevance
to electric propulsion, since thermionic insert materials (such as barium oxide, BaO) for hollow cath-
odes (see section 7.2) have thus far failed to demonstrate long-term stable operation with iodine [257].
Since the number of possible materials that could be studied is potentially vast, it may be useful to con-
sider several practical or regulatory constraints to narrow the solution space. For example, some mater-
ials, such as refractory metals or their compounds, may survive reentry and pose a collision risk on the
ground [316], whereas other materials, such as platinum or palladium, have a strong cost barrier.

7.2. Hollow cathodes
While several iodine hollow cathode prototypes have been developed and tested, most, if not all, have
failed to achieve stable long-term operation [257, 317–319]. This currently represents one of the greatest
challenges facing wide-spread adoption of iodine as an alternative propellant within the space industry.
Previous work with iodine Hall thrusters has shown that although thruster and neutralizer structural
materials can be found or designed for iodine compatibility, the thermionic insert material in hol-
low cathodes is not compatible [320]. Similarly, several subsequent research studies focused on iodine
neutralizers have encountered problems associated with depletion or degradation of the insert due to
chemical reactions or sputtering. Insert materials tested include lanthanum hexaboride (LaB6) [321],
dodecacalcium hepta-aluminate electride (C12A7) [322–324], tungsten doped with La2O3 (WL20) [325],
and tungsten matrix inserts impregnated with BaO–CaO–Al2O3 (see for example [320]). Overall, the
longest duration operation observed was less than 100 h [257]. It is therefore clear that further research
is needed in this area. As a short-term alternative however, the use of a noble gas hollow cathode (e.g.
xenon or krypton) with an iodine thruster has been demonstrated [320].

There is also a more subtle challenge that some iodine hollow cathodes may encounter: negat-
ive atomic iodine ions (I−; see also section 7.5 below and [319]). Previous experiments [286] have
shown that at sufficiently high pressures (above about 1 Pa), significant quantities of negative ions can
be formed and the plasma discharge becomes electronegative. This occurs not only because the elec-
tron affinity of atomic iodine is very high, but also because dissociative electron attachment reactions
are favored at higher pressures where the electron temperature is lower (see section 3.7). As the pres-
sure inside hollow cathodes can be between 100 and 2000 Pa, negative ion production could therefore
strongly reduce electron extraction capability. Thus, even if iodine-compatible insert materials can be
found or developed, the unique iodine plasma chemistry may anyway limit or affect hollow cathode
operation. At present, it is difficult to assess the impact negative ion formation may have, since both
electron and heavy species impact collisional detachment would also occur (see section 3.5). Therefore,
additional research is needed to study the underlying iodine plasma chemistry in neutralizer-relevant
conditions.

7.3. Lifetime testing
Aside from neutralizer degradation (see section 7.2), general lifetime testing of complete iodine electric
propulsion systems presents several practical challenges, some of which have recently been summarized
in [217, 326]. For example, iodine can react with vacuum chamber wall materials leading to deposition
or even chemical reactions (such as the formation of metal iodide layers). Similarly, iodine can react
with other vacuum equipment and even corrode pump components. Typically, a special filter system is
needed to prevent this, while periodic vacuum chamber cleaning and maintenance may be necessary.
Cold heads or traps can be used to achieve low base pressures by forcing iodine to deposit, but again,
this may require periodic cleaning. These factors make testing with iodine significantly more difficult
than inert gases like xenon, and since some high-performance electric propulsion systems are required to
operate for more than 10 000 h, lifetime testing or qualification of iodine thrusters is a costly and time-
consuming process.

Other testing challenges noted in [217, 326] are not necessarily unique to iodine, but may be exacer-
bated by it. For example, a high level of back-sputtered vacuum chamber material was observed which
caused degradation and increased erosion of propulsion system components. Furthermore, the frequent
vacuum chamber maintenance cycles introduced other unexpected facility effects, such as an increased
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exposure to water vapor or oxygen which can chemically react with some thruster components, depos-
ited iodine, or even sputtered material. Because of the high-energy ion beam produced by most elec-
tric propulsion systems, a beam dump is needed to prevent direct impingement and damage to vacuum
chamber walls. However, sputtering rates with carbon-carbon (which typically has a very low sputter
yield) beam dumps exhibited volatility with irregular sputtering patterns. By comparison, molybdenum
was found to be a more reliable material, although strong sputtering still occurred.

As iodine is still an emerging propellant, there is limited available information on lifetime testing,
with the most detailed investigation described in [217] for the NPT30-I2 gridded ion thruster. This
study found that thruster life was limited only by the amount of system propellant, followed by the fila-
ment neutralizers which are currently the most life-limiting component (each having an expected oper-
ating duration of about 1260 h). Failure of the neutralizer occurs predominantly due to material evapor-
ation that is exacerbated by ion sputtering (a hypothesis confirmed with a simplified model). The fila-
ment also reacted with atmospheric oxygen and changes in lifetime (indicated by increased filament res-
istance: a useful proxy measurement for filament cross-sectional area) were correlated with each sched-
uled vacuum chamber maintenance cycle. Consequently, future testing should aim to use a partitioned
vacuum chamber with a gate valve such that the thruster can remain under vacuum while cleaning of
the main chamber is performed. For gridded ion thrusters, grid erosion (see also section 4.4) is also of
importance. The testing campaign in [217] indicates that grid lifetime is at least 5000 h, and metrology
measurements show that the maximum increase in grid aperture size (due to ‘barrel erosion’) is less than
5%: inline with sputter model predictions. All other subsystems (such as propellant storage and flow
control/distribution) are predicted to have a lifetime of at least 8000 h.

Testing of the BHT-600-I Hall thruster was conducted in [320], where a lifetime of at least 1174 h
was demonstrated. Because of difficulties with operating an iodine hollow cathode (see section 7.2), a
xenon-fueled cathode was used instead. Similar thruster performance was found for both iodine and
xenon thruster propellants over long firing durations, but again, several facility effects were identified
and specific precautions implemented. For example, grafoil was attached to the vacuum chamber walls
with graphite nuts. This not only decreased back-sputtered material, but also reduced the interaction of
atomic and molecular iodine with the chamber wall material, since iodine can sputter the natural oxide
layer of the walls and lead to direct corrosion.

Aside from challenges with iodine testing in terms of the vacuum equipment, there are also associ-
ated testing challenges since measurement equipment/diagnostics compatible with iodine are not always
available. This includes mass flow rate controllers, pressure gauges, and even electrostatic probes such
as Langmuir probes, retarding field energy analyzers, or ion flux probes. For example, Habl et al [196]
developed an ion flux probe enabling spatial iodine ion beam measurements to be performed. To pro-
tect the system from iodine, the electrical measurement board was coated in urethane polymer, isol-
ating its tracks and components from contamination. Connectors were covered in disposable metallic
foil after placement in the chamber, and PTFE-based grease was used on the stepper motor bearings.
After operation with iodine, the whole instrument was cleaned with alcohol and the probe collecting
surfaces were polished to remove any possible thin film deposits. This latter point is important since as
discussed in section 4.3, probe current–voltage characteristics can change due to SEE from any depos-
ited iodides [199]. It should be noted though that optical methods would not suffer the same chal-
lenges and may be a valuable alternative or complementary tool for diagnosing iodine plasmas (see for
example [26, 98, 227]).

7.4. Flow control and long-term storage
Since iodine is a solid under typical ambient conditions (see section 2), an immediate challenge is flow
control. At a temperature of 300K, the sublimation rate of iodine is very low and the vapor pressure is
less than 100 Pa, making it difficult to achieve the mass flow rates required by most electric propulsion
systems. The flow control solution to emerge is controlled heating of iodine to increase the sublimation
rate and vapor pressure [2, 153]. Typically, heaters are placed on the propellant storage tank together
with a temperature sensor. A thermal control algorithm then controls the heater so that the desired tem-
perature can be reached/maintained. If the propulsion system is correctly designed, waste heat from the
thruster and power electronics can be used to provide partial heating [2]. However, care needs to be
taken to ensure that the temperature does not exceed 113.7 ◦C as iodine undergoes a phase transition
to a liquid above this value. As the tank is directly heated rather than the iodine itself, the tank and
iodine temperatures may not be equal. This is particularly true if solid iodine crystals are loaded into
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the tank, as thermal contact could be unreliable and nonuniform. While not a serious issue for ground-
based experiments, it can pose potential problems in space.

The use of solid iodine crystals can also create other possible problems. For example, due to launch
vibrations or spacecraft motion in orbit, iodine crystals can break or move around, possibly causing
damage to the propulsion system or a variation in thermal contact with the tank walls. One proposed
solution is to embed the iodine into a porous ceramic block that is then placed inside the tank [2]. In
this way, the iodine is strongly fixed and the ceramic block facilitates more consistent and uniform heat
transfer. Together with controlled sublimation, the issue of propellant flow control and storage is there-
fore largely solved: with the exception perhaps of on/off flow control to prevent iodine leakage. Some
propulsion systems have made use of a flow control valve, but as this includes moving parts, iodine
deposition can potentially cause valve sticking. This was the problem thought to have occurred on the
LunaH-Map spacecraft and which consequently prevented the onboard iodine thruster from firing [308].

An alternative solution for on/off flow control already successfully demonstrated in space [2] is a
passive thermal control valve. Here, a short flow distribution line containing a small orifice (<1mm in
diameter) connects the propellant storage tank with the downstream plasma source. When the thruster
fires, the orifice becomes hot and iodine deposition is prevented, allowing propellant to flow freely.
When the thruster is off though, the orifice is cooler and iodine deposits blocking further flow. One
problem with this approach however, is that even when the thruster is not firing, the sublimation rate
of iodine in the orifice is not zero. Nonetheless, ground experiments with the NPT30-I2 estimated an
iodine leakage rate of less than 3 g per year [2]. While low, this may cause challenges with long-term
propellant storage in space: particularly if the satellite temperature rises and causes the sublimation rate
to increase.

For micropropulsion systems, sufficiently high mass flow rates can easily be produced with moder-
ate propellant heating to temperatures below the melting point of iodine. However, for larger propulsion
systems (such as kW-class Hall or cusp field thrusters) this may be insufficient to achieve the required
flow rates and overcome various pressure drops in the flow distribution system, particularly as the vapor
pressure just before melting is only about 12 kPa. Consequently, higher temperatures are needed imply-
ing that iodine may be present in solid, liquid, and gaseous phases. Additional research is needed to
investigate this in more detail.

Further research is also needed to develop viable solutions to enable in-space refueling, which is
an area attracting increased attention. For example, Ponti et al [252] have recently proposed a novel
rechargeable iodine propulsion concept. Here, the use of special iodine propellant cartridges are envi-
sioned which could be removed and replaced via in-orbit satellite servicing, hence allowing mission
extension.

7.5. Negative ion formation and loss
As early as in 1925, Mohler [81] observed that in an iodine discharge, I− is created through Dissociative
Electron Attachment (DEA) (I2 + e− → I + I−) rather than through dissociation into positive and neg-
ative ions, and that DEA occurs even at very low electron energies. This peculiarity is explained by the
fact that the electron affinity of atomic iodine is 3.059 eV [135], which is almost double the dissociation
energy of the iodine molecular ground state (1.542 eV [61]). In this configuration, the threshold energy
for the production of negative ion fragments via DEA is lower that that for pure dissociation processes
[124]. The potential energy curves of the I2(X 1Σ+

g ) ground state, the anionic molecular ground state I−2 ,

and an anionic excited state I−2
∗
are schematically illustrated in figure 52.

DEA is a two step process whereby the molecule is first placed into an intermediate repulsive excited
ionic state (I2 + e− → I−∗

2 ) which subsequently dissociates into I−(1S0) and I(2Po3/2). The lowest cross-

ing point between I2 and I−∗
2 potentials is only a few hundredths of an eV high [131] which explains

the magnitude of the DEA cross-section for iodine, the resonances being caused by several I−∗
2 potentials

crossing the I2 ground state for different energies (only one has been represented in figure 52). A better
understanding of the I−2 electronic potentials would help to clarify the observed discrepancies between all
of the DEA cross-section data plotted in figure 21. Note that Ambalampitiya et al [31] assumed that the
atomic state created was I(2Po1/2), but this is in contradiction with most works on electron attachment in
other halogens (see for example Ayala et al [131]).

As highlighted in recent experiments by Esteves et al [286], negative ion formation can be important
even at low pressures. For example, the electronegativity (α= nn/ne where nn and ne are the negative
ion and electron densities respectively) of an iodine ICP was observed to surpass 1 in some regions of
the discharge for pressures above about 1 Pa. This indicates that negative ion creation and loss processes
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Figure 52. Schematic representation of various iodine potential energy curves and their respective dissociation limits: I2 is the
molecular ground state, I−2 is the anionic molecular ground state, and I−∗

2 is the first electronically excited state of I−2 . Here
εdiss,I2 = 1.542 eV is the dissociation energy of I2, εa,I = 3.059 eV is the electron affinity of I, and εa,I2 = 2.52 eV is the electron
affinity of I2.

need to be included when modeling such systems, and that care must be taken with the pressure level
when operating an iodine thruster.

When the pressure increases, molecular negative ions I−2 and I−3 are known to be created by clus-
tering reactions between I− and atomic or molecular iodine [82, 327]. For example, Woolsey et al [91]
used a Langmuir probe together with orbital motion limited theory and found an electronegativity above
2000 resulting in a nearly electron-free ion–ion plasma (I+2 -I

−
3 ; produced by allowing the plasma in

the Faraday dark space of a DC glow discharge to diffuse into a side-arm at pressures between 27 and
133 Pa). However, no cross-section data is available for these creation processes and, furthermore, hol-
low cathodes typically operate at pressures between approximately 100 and 2000 Pa, which suggests that
molecular negative ion formation may be particularly relevant to such discharges (a fact largely ignored
so far).

Finally, as mentioned above and in section 3, large uncertainties remain regarding not only the form-
ation processes of negative ions, but also their destruction mechanisms (e.g. ion–ion recombination,
charge-exchange, or detachment) in the plasma volume.

7.6. Anomalous gas heating
During the operation of most electric propulsion systems, there is inevitable thruster heating due to
plasma-wall heat transfer. For example, the discharge chamber temperature measured in the NPT30-
I2 gridded ion thruster is 443K [2], while the channel temperature in Hall thrusters routinely reaches
700–900 K [328, 329]. Because of either heat transfer from the thruster walls, and/or plasma-gas colli-
sional processes, the neutral propellant gas temperature increases above its input value. For noble gases
such as xenon, this temperature increase may be similar to that of the thruster walls, and relevant colli-
sional processes include electron-neutral elastic scattering, ion-neutral collisions, collisional quenching of
excited states, and the formation of high-energy neutrals due to wall recombination. With iodine how-
ever, the measured gas temperature in some experiments can be much higher than the wall temperat-
ure and even exceed 1500K [26, 94]. Furthermore, the temperature of I and I2 species may be different
[26], particularly at low pressures where the collision frequency is too low to ensure thermodynamic
equilibrium.

In [26, 94], two-photon laser induced fluorescence (TALIF) was used to measure the temperature
of neutral atomic iodine in an RF reference cell and a gridded ICP source. In both cases, atomic iod-
ine temperatures were observed to increase with power level and operating pressure, and attained values
between 300 and 1800K. The consequence of high neutral temperatures can easily be seen by consider-
ing a simple model of neutral gas flow through a plasma system

ṁ=
1

4
Mngv̄gAeff, (52)

where ṁ is the input mass flow rate, M is the propellant atomic/molecular mass, ng is the average sys-
tem gas density, v̄g =

√
8kBTg/πM is the gas thermal speed with Tg the gas temperature, and Aeff is an

effective loss area (accounting for any reduced flow conductance due to the thruster geometry). For a
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Figure 53. Illustration of example electron impact dissociation pathways of molecular iodine. Here ε12 and ε13 represent energies
transferred to the iodine molecule and which initially take it to either the repulsive state labeled 2, or the bound state labeled 3.

fixed mass flow rate, ng ∝ 1/
√
Tg. Thus, gas heating leads to neutral depletion inside the thruster (see

also [330] for a more detailed model). Since many important collisional reaction rates are proportional
to the neutral density (such as ionization or dissociation), depletion can cause a change in system per-
formance. In particular, as the neutral density decreases, the electron temperature in the discharge usu-
ally increases, which then leads to a larger plasma sheath potential, higher plasma kinetic energy losses
to the walls, and therefore increased power consumption to achieve a target thrust level.

At present, these anomalously high gas temperatures are not well understand, but are thought to
occur because of the unique iodine plasma chemistry. Initial calculations suggest that energy transfer
during electron-neutral elastic scattering is far too small to explain the elevated temperatures observed,
but rather kinetic energy release (KER) in several dissociation and neutralization reactions may be
responsible [292]. For example, consider the general electron impact dissociation reaction given by

I2 + e− −→ I+ I∗ + e−, (53)

where I∗ represents a possible excited state because of the various reaction pathways and resulting disso-
ciation products that could be produced (see figure 53). Although the threshold energy for dissociation,
εdiss, of I2 is 1.542 eV, electrons can initially transfer more energy (typically known as the vertical excit-
ation energy), εe, to the iodine molecule and place it into a bound state, or a repulsive state where the
energy exceeds the molecular dissociation energy. The molecule then splits and releases the energy dif-
ference, ∆ε= εe− εdiss, which either goes to excite one of the atomic iodine atoms, and/or is shared as
kinetic energy amongst the products (εker, referred to as KER). As the KER can be of the order of a few
eV [124], hot neutral dissociation fragments are created that can subsequently lead to gas heating via
heavy particle collisions. Indeed, energy release during dissociation has been implicated in gas heating in
hydrogen [124, 331], oxygen [332], and chlorine discharges [333]. The exact KER is difficult to estab-
lish because of missing information associated with the initial electron energy transfer, and the different
subsequent dissociation pathways. Nonetheless, for εe > εdiss, and assuming that no dissociation products
are formed in an excited state, one would expect εker > 0 eV.

Initial unpublished calculations of KER due to electron-impact dissociation have been performed
by Nicolas Sisourat and his team at LCPMR for different iodine gas temperatures. The KER has an
energy distribution that depends on the specific intermediate excitation state and subsequent dissoci-
ation products. Although gas temperature is found to have little effect, the dissociation pathway strongly
influences the resulting energy release. KER distributions typically show a spread between 0 and 1 eV per
atom, with distribution-averaged values as low as 0.1 eV, and as high as 0.5 eV, depending on the specific
dissociation pathway.

KER can also occur in other dissociation reactions, such as dissociative electron attachment (see reac-
tion C5 in table 7). As iodine has an electron affinity of εa,I = 3.059 eV that is higher than the molecular
dissociation energy, a transient I−∗

2 repulsive state can initially be produced even for low electron colli-
sion energies, before it dissociates. Since the electron is captured by one of the atomic iodine products, it
cannot carry away any excess collision energy. Consequently, very hot neutral and negative ion fragments
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Table 20. Example collisional processes that may produce hot fragments, together with an estimate of the kinetic energy release (see also
[292]).

Reaction εker (eV)

I2 + e− −→ 2I(2P◦
3/2)+ e− >0

I2 + e− −→ I(2P◦
3/2)+ I− >0.5

I2 + e− −→ I(2P◦
3/2)+ I+ + e− >0

I+2 + e− −→ 2I(2P◦
3/2) 8.27

I+ + I− −→ 2I(2P◦
3/2) 7.39

I+2 + I− −→ 3I(2P◦
3/2) 4.71

I(2P◦
3/2)+ I(2P◦

1/2)−→ 2I(2P◦
3/2) 0.94

I2 + I(2P◦
1/2)−→ I2 + I(2P◦

3/2) 0.94

can be produced. The KER can be estimated by performing a collision energy balance

εe + εI2 +UI2 = εI + εI− +UI +UI− , (54)

where εI2 ≈ 0 is the kinetic energy of the molecule, εI and εI− are the kinetic energies of the neutral and
negative ion fragments, and UI2 , UI, and UI− are the internal energies of the molecule, neutral, and neg-
ative ion. Calculations suggest that the neutral fragment is in the excited 2P◦1/2 state (with a threshold
energy εexc1) [31], and thus UI2 −UI−UI− = εa,I− εdiss− εexc1 . Using this in equation (54) and rearran-
ging, we find

εI + εI− ≈ εe + εa,I− εdiss− εexc1 = εe + 0.574. (55)

Thus, even if the initial electron energy is zero, the resulting KER is above 0.5 eV. Considering a typ-
ical electron temperature of 5 eV, and assuming an upper limit case where all kinetic energy is initially
transferred to the molecule (i.e. 3

2Te on average), the KER could be as high as 8.074 eV. Similarly, con-
sider the dissociative ionization reaction

I2 + e− −→ I+ I+ + 2e−. (56)

Assuming that both neutral and ion fragments are in the ground state, and again performing a colli-
sion energy balance, the KER is estimated to be at least εker = εdissiz,I2 − εdiss− εiz,I > 0 eV.

Table 20 summarizes KER from the above reactions, together with several other reactions includ-
ing: recombination between I+ and I−, recombination between I+2 and I−, and collisional quenching
of I(2P◦1/2) with either I and I2. Not included in table 20 are vibrational–vibrational and vibrational–
translational collisional relaxation processes, which are known to be important in some molecular
plasmas [334]. Further research is needed to better understand which processes are responsible for
anomalous gas heating, and how this affects system performance.

7.7. Missing collision cross-section and surface data
While we have provided a detailed iodine reaction set in section 3, there are a number of reactions still
missing and for which little or no reliable cross-section or rate coefficient data exists (or for which there
are strong inconsistencies). Similarly, and as already highlighted in section 4, iodine-surface data (such as
sputter/SEE yields and surface recombination coefficients) is very sparse in the literature. It should also
be noted that most cross-sections have only been computed theoretically/numerically and there is very
little available experimental cross-section or swarm parameter data for validation. Table 21 summarizes
some of the main iodine reactions for which data is missing or inconsistent.

While recent research has calculated and proposed cross-sections for various electron impact
processes [31, 115], there is only a single set of known data for dissociation of molecular iodine, and
this is only for energies below 10 eV which is insufficient (hence requiring extrapolation for higher ener-
gies; see also section 3.3.3). In addition, information on the specific dissociation pathways and reaction
products, as well as the KER, is not known.

Another important process for which incomplete and inconsistent data exists is elastic collisions
between electrons and atomic iodine. Firstly, only the total elastic scattering cross-section is known [31],
while the elastic MTCS (which is important for calculating collisional drag and momentum exchange) is
missing. Secondly, total elastic scattering cross-sections calculated with different theoretical methods dis-
agree by as much as an order of magnitude below about 3 eV (see figure 13). Consequently, the electron-
neutral total elastic scattering collision frequency may be over or underestimated depending on the data
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Table 21. Important iodine reaction processes for which cross-section or rate coefficient data is either unknown, missing, or
inconsistent. Here J and J′ denote rotational excitation levels of I2 such that J ′ > J.

Reaction Process Comment

Electron impact scattering: atomic iodine

I(2P◦
3/2)+ e− −→ I(2P◦

3/2)+ e− Total elastic scattering Disagreement between
calculations below 3 eV

I(2P◦
3/2)+ e− −→ I(2P◦

3/2)+ e− Elastic momentum
transfer

No data

I(2P◦
1/2)+ e− −→ I(2P◦

1/2)+ e− Elastic momentum
transfer

No data

I(2P◦
1/2)+ e− −→ I+ + 2e− Ionization Empirical estimate only

I+ + e− −→ I2+ + 2e− Double ionization No data
I− + e− −→ I(2P◦

1/2)+ 2e− Detachment Only one calculation with a high
cross-section

Electron impact scattering: molecular iodine

I2(J)+ e− −→ I2(J
′ > J)+ e− Rotational excitation No data

I2 + e− −→ 2I(2P◦
3/2)+ e− Dissociation No data above 10 eV

I2 + e− −→ I(2P◦
3/2)+ I(2P◦

1/2)+ e− Dissociation No data
I2 + e− −→ 2I(2P◦

1/2)+ e− Dissociation No data
I2 + e− −→ I(2P◦

1/2)+ I− Dissociative attachment Disagreement between
calculations
Uncertainty in the resulting
neutral atomic state

Ion-neutral collisions

I+ I+2 −→ I+ + I2 Charge-exchange Data only for the reverse
reaction

I+ I2+ −→ I+ + I+ Charge-exchange No data
I2 + I2+ −→ I+2 + I+ Charge-exchange No data
I+ I− −→ I−2 Clustering No data
I2 + I− −→ I−3 Clustering No data

set used. Furthermore, below 2 eV, the total elastic scattering cross-section for atomic iodine is much
higher even than that for molecular iodine.

8. Conclusions

Despite being proposed for space propulsion applications as early as 1960 [218], iodine was only ser-
iously considered as a propellant several decades later in 2000 when it became apparent that xenon
may not be able to meet growing space industry demand in the future [21, 22]. Consequently, it is only
within the last 15 years or so that strong research interest has emerged. While a significant amount of
work has been performed during this time, there are still several difficulties that must be overcome
before iodine becomes a widespread propellant option within the space community. Although several
challenges were identified in section 7, it is worth emphasizing that these challenges do not appear to
represent physical or technical barriers to iodine usage: with the exception perhaps of iodine-material
compatibility. Appropriate materials for the thruster subsystem itself have been found or developed
[2, 174, 176], but iodine-compatible hollow cathode neutralizers remain a strong concern [257, 317].
Furthermore, the high gas temperatures observed in several iodine plasmas [26, 59, 94] may increase
chemical reaction rates with some materials and alter the conclusions of previous iodine-material studies
[174].

It is worth reiterating that iodine electric propulsion systems have been successfully developed
and continuously flown in space since 2020 [2]. Thus, until feasible iodine-fueled hollow cathodes are
developed, we note that thermionic filament and RF neutralizer solutions already exist [2, 109, 233, 257].
For some propulsion technologies, such as ambipolar thrusters [240], no neutralizer is required and
so this problem is avoided altogether. For high-performance propulsion technologies that require large
neutralizer currents, such as Hall thrusters, a short-term solution is the use of an iodine-fueled thruster
and a xenon- or krypton-fueled hollow cathode. Since the mass flow rate required to operate a hollow
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cathode is typically between 5% and 10% of the main thruster mass flow rate [3], this still offers signi-
ficant advantages over a full xenon system. For example, less xenon (or krypton) is needed, and both the
size and mass of the propellant tanks is reduced [172]: important considerations for small satellites and
satellite constellations.

While much of the recent research with iodine plasmas has been driven by space propulsion applic-
ations, there are several ground-based industrial applications of importance that can leverage many of
these developments. For example, atomic and molecular plasma chemistry data is relevant to the opera-
tion and numerical modeling of iodine etching reactors [23, 270, 335]. Furthermore, lifetime testing and
iodine-material compatibility studies provide important information for understanding iodine plasma-
surface interactions, long term operation of vacuum systems, and the appropriate design of plasma pro-
cessing reactors. Likewise, materials processing studies can benefit the propulsion sector through the
development or discovery of novel materials that are resistant to iodine.

As noted previously in several other topical reviews [187, 257, 336], electric propulsion systems, as
well as plasma processing reactors, are complex devices and development requires a multi-disciplinary
approach that not only considers plasma physics and gas dynamics, but also material science. A collabor-
ative approach is therefore needed to advance iodine plasma technology further and address some of the
challenges highlighted in this review. Iodine has the potential to be a game-changing propellant for the
space industry and to both enable new missions, while ensuring a sustainable space environment around
the Earth. Iodine has a low cost, a high global production output, is easier to handle and transport than
xenon, and can provide a higher plasma discharge efficiency. Solutions currently exist for iodine deliv-
ery and flow control, and a number of compatible materials have been found. Furthermore, a reasonable
iodine plasma chemistry reaction set with known collision cross-sections exists and has been validated
with several experiments [26, 28, 287, 288]. In closing, we note that iodine plasma research could also
serve as a model for the development of other alternative propellants currently being investigated such as
water [337–339], bismuth [245], and even air [340].
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Appendix A. Term symbols for atomic iodine

Overview
The ground state of atomic iodine has an electron configuration of [Kr]4d10 5s2 5p5, with the seven
valence electrons in the outermost (fifth) shell. Like the other halogens, iodine is one electron short of a
full octet and is hence an oxidising agent that easily reacts with many other elements. Table 22 provides
several fundamental properties.

Ground state and first excited state
The iodine atom has a transition from the fundamental state 5s25p5 2P◦3/2 towards the first excited

state 5s25p5 2P◦1/2 at 7602.9762(2) cm
−1 (approximately 0.9426 eV) [341], or around 1.3149 µm in the

infrared (IR). The splitting between both states is due to spin–orbit coupling. The transition between
these states is forbidden with respect to electric dipole radiation but allowed mainly by magnetic dipole
radiation. This transition has been studied by Luc-Koenig et al [342] by using Fourier transform spectro-
metry and by Ha et al [343] by measuring the absorption spectra of the transition with a tunable near-
IR diode laser. This latter technique has also recently been used as a novel optical diagnostic in iodine
CCPs [26, 59].
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Table 22. Iodine atom and ion properties.

Mass 126.904 47(3) u
Atomic number 53
Stable isotope 127
Nuclear spin 5/2
Electron configuration [Kr]4d10 5s2 5p5

Enthalpy of formation 106.76(4) kJmol−1

First ionization energy 10.451 26 eV
Electron affinity 3.059 0465(37) eV
Polarizability 32.9± 1.3 a.u
Pauling electronegativity 2.66
Van der Waals radius 198 pm
Ionic radius (I−) 206 pm

Higher excited states
The excited levels of the 5s25p4nl type configuration of I are divided into several groups, each of which
corresponds to a level of the 5s25p4 ion: 3P2,1,0, 1D0 or 1S0 (with nl ∈ {6s, 7s, 6p, 7p, 5d, 6d, 4f}). In
1962, Minnhagen [24] interpreted the set of known levels through the pairwise coupling scheme⟨({

p4 (Sc,Lc) Jc l
}
Ks

)
J
⟩
, (57)

which is the most appropriate to describe the level distribution in some configurations of the iodine
spectrum [344]. Except for the degenerated upper level of the ground state (see previous subsection),
a general excited level of atomic iodine can be written as

5s25p4
(
2Sc+1LcJc

)
nl 2s+1 [K]J , if even, (58)

5s25p4
(
2Sc+1LcJc

)
nl 2s+1 [K]◦J , if odd, (59)

where Sc, Jc, and Lc are the total spin, total angular momentum, and total orbital quantum numbers of
the core electrons respectively, while K = Jc + l and J = K+ s are quantum numbers built by using
the orbital momentum, l, and spin, s, of the outer electrons.

Using Fourier transform spectrometry, Luc-Koenig et al [344] observed 440 structures and analyzed
130 hyperfine structures, giving the magnetic dipole and the electric quadrupole hyperfine structure con-
stants for 37 even levels and 42 odd levels. Recently, absolute positions of atomic levels were revised after
new energy measurements of two iodine excited levels using TALIF measurements by Esteves et al [94].
The atomic configurations, terms, and level energies from NIST are compared with those obtained in
recent theoretical works by Ambalampitiya et al [31] and Agrawal et al [115] in section 3.2.3.

Hyperfine structure
The nuclear spin number of iodine is I= 5/2, meaning that any of the atomic levels of quantum num-
ber J is divided into several hyperfine sub-levels from F= |I− J| to F= I+ J. The positions of the hyper-
fine components, with respect to the fine structure energy level, are calculated as a function of the
hyperfine structure constants A and B of the 2 levels, according to the Casimir formula [344]:

∆E =
1

2
AC+B

[
3C(C+ 1)− 4I(I+ 1) J(J+ 1)

8I(2I− 1) J(2J− 1)

]
, (60)

with C= F(F+ 1)− I(I+ 1)− J(J+ 1).

Appendix B. Term symbols for molecular iodine

In a diatomic molecule, the rotational symmetry around the line connecting the two nuclei (the inter-
nuclear axis) acts as the quantization axis. The projections of the various electronic angular momenta
onto this axis have well-defined values that are characteristic of the electronic state of the molecule. Each
individual electron, described by a molecular orbital, is characterized by four quantum numbers: n, l, λ,
and ms, which respectively characterize the energy, the magnitude of the orbital angular momentum, the
spin component, and the projection of these moments onto the quantization axis. The quantum number
λ measures, in units of h̄, the component of the orbital angular momentum on the nuclear axis and can
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Table 23. Summary of selected low-lying electronic states of I2 plotted in figure 5.

State S Λ Ω Parity Dissociation limit

X 1Σ+
g 0 0 0 g+ I(2P◦

3/2)+ I(2P◦
3/2)

A 3Π(1u) 1 1 1 u I(2P◦
3/2)+ I(2P◦

3/2)
C 1Π(1u) 0 1 1 u I(2P◦

3/2)+ I(2P◦
3/2)

B 3Π(0+u ) 1 1 0 u+ I(2P◦
1/2)+ I(2P◦

3/2)

take any integer value, positive, negative, or zero, between −l and l. Its absolute value is symbolized ana-
logously to that of atoms, but with a lowercase Greek letter: σ, π, δ, . . . Molecular multi-electron wave
functions are constructed from a set of molecular orbitals. The ground state of I2 is written as:(

σg5s
)2
(σu5s)

2 (
σg5p

)2
(πu5p)

4 (
πg5p

)4
, 1Σ+

g . (61)

A given electronic configuration gives rise to different energy levels characterized by the total angular
momentum vectors, L⃗, S⃗, and J⃗. However, the motion of the electrons occurs within the framework of a
cylindrical symmetry defined by the internuclear axis of the molecule. Generally, the spin–orbit coupling
of each individual electron is weak compared to other couplings, leading to a consideration of the orbital
momentum of all the electrons on one hand and the resulting spin on the other.

Regarding the total orbital momentum, only the projection onto the internuclear axis of the
molecule is a constant of motion. The component of the orbital angular momentum of all electrons
on the molecular axis is ML× h̄, where the quantum number ML can take positive, negative, or zero
integer values. The value of Λ = |ML| for the molecule is symbolized by a capital Greek letter: Σ, Π, ∆,
etc depending on whether Λ = 0,1,2,3, . . .

The ensemble of electron spins has a resultant characterized by a quantum number S⃗, whose com-
ponent also has a quantized value on the internuclear axis because the orbital motion of the electrons
creates a magnetic field whose average direction is that of the molecular axis. The quantum number Σ,
characterizing the projection of the resultant spin, can take 2S+ 1 different values between −S and +S.
The total electronic momentum Ω along the internuclear axis for all the electrons of the molecule is in
units of h̄: Ω= |Λ+Σ|. For each electronic energy state corresponding to a value of Λ and a determ-
ined value of S, Ω can take 2S+ 1 different values, which correspond to 2S+ 1 sub-energy levels. The
quantity 2S+ 1 is the multiplicity of the considered state. A molecular term is therefore represented by
the symbol

2S+1ΛΩ. (62)

For a homonuclear molecule, the electron probability density must always be symmetric with respect
to the midpoint between the nuclei, but the wave function itself can be symmetric ‘gerade’ or antisym-
metric ‘ungerade’. This symmetry is indicated by the subscript g or u. For any given Σ state, a + or −

index is used to denote the symmetry with respect to reflection in any plane passing through the two
nuclei.

Traditionally, the electronic states of diatomic molecules are distinguished by different uppercase
and lowercase letters: X is reserved for the ground state, A, B, C, etc are used to denote excited states
in order of increasing energy characterized by the same multiplicity (2S+ 1), and the lowercase letters a,
b, c, etc are used for a different multiplicity. This convention is not always followed, as in our case for
I2, but also for N2, where the ground state is X 1Σ+

g and the triplet electronic states are denoted B 3Πg

and C 3Πu.
Note that nuclear rotation is denoted by R⃗ and the total angular momentum is J⃗= R⃗+Ω⃗, with

the quantum number J= R+Ω. In figure 5, we represent the different electronic states for the first
four levels of I2 using the notation explained above and summarized in table 23, with the shape of the
potentials approximated by an empirical expression (the Morse potential). The values of the potential
curve parameters for I2 (i.e. the electronic energy (Te), the vibrational constant (ωe), the unharmon-
icity (ωexe), the rotational constant for the v= 0 vibrational level (Be), the equilibrium internuclear dis-
tance (Re) and the dissociation energy for the v= 0 vibrational level (D0)) can be found, for instance, in
Lukashov’s book The Iodine Molecule [61].

Finally, it should be mentioned that the various moments associated with the electron spin, the
orbital momentum, and the momentum associated with rotation can be coupled in different ways
depending on the internuclear distance. These different couplings are referred to as Hund’s cases, dis-
tinguished by the letters (a), (b), (c), (d), and (e). These couplings are obtained by comparing the rel-
ative importance of electrostatic interactions, spin–orbit interactions, and spin-rotation coupling. The
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description of the states previously described corresponds to Hund’s case (a), where the vectors L⃗ and
S⃗ are decoupled by the electrostatic field of the nuclei and precess independently along the internuclear
axis. The rotation does not disturb the coupling of the electronic motion to the internuclear axis, so Ω
remains well-defined. R⃗ precesses around J⃗, and the molecule, as a whole, rotates around J⃗. The signific-
ant quantum numbers are S, Λ, Σ, Ω, and J.

For heavy nuclei, such as I2, the spin–orbit interaction is significant enough that L⃗ and S⃗ are not
decoupled by the field generated by the nuclei. This is Hund’s case (c), and one then defines J⃗a = L⃗+ S⃗
and h̄Ω as the projection of J⃗a onto the internuclear axis. The molecule rotates around J⃗ such that J⃗=
Ω⃗+ R⃗. The significant quantum numbers are S, Ω, and J (but not Λ and Σ), and states are noted, for
example, as 30+u where 0 designates Ω. However, if coupling (c) is not strictly satisfied, Σ, Π, ∆, etc are
also applied, which is why, in the case of I2, we find notations such as 3Π(0+u ),

3Π(1u), 3Π(2u), etc.

Electronic spectrum—transition rules
Electronic transitions are primarily of the electric dipole type. The selection rules are as follows if
Hund’s coupling case (a) is satisfied:

1. ∆Λ= 0,±1.
2. ∆S= 0. As with atoms, this selection rule no longer applies when the nuclear charge increases.
3. ∆Σ = 0 ; ∆Ω= 0,±1. For transitions between multiplet components.
4. +↔+ ; −↔− ; +↮−. This applies only to Σ -Σ transitions, so only Σ+ -Σ+ and Σ− -Σ−

transitions are allowed.
5. g↔u ; g↮g ; u↮u.

For Hund’s coupling case (c):

1. ∆S= 0 which, as in case (a), is approximate.
2. ∆Ω= 0,±1.
3. 0+↔ 0+; 0−↔ 0−; 0+ ↮ 0− with 0 the Ω value.
4. g↔u ; g↮g ; u↮u.

Molecular ions
The same reasoning applies for homonuclear ions such as I+2 and I−2 , whose electronic configuration are
respectively given by (

σg5s
)2
(σu5s)

2 (
σg5p

)2
(πu5p)

4 (
πg5p

)3
, 2Πu;3/2, (63)

and (
σg5s

)2
(σu5s)

2 (
σg5p

)2
(πu5p)

4 (
πg5p

)4
(σu5p)

1
, 2Σ+

u;1/2. (64)

Appendix C. Principle of detailed balance

For almost all collisional processes discussed in section 3, only forward reaction rate coefficients are
known. These have either been computed through integration of an assumed Maxwellian energy dis-
tribution function over the relevant cross-sections, or have been taken directly from the literature.
However, certain reverse reactions can be important, such as electron impact de-excitation of the 2P◦1/2
state. To find reaction coefficients for such processes, we make use of the principle of detailed balance
[124], which effectively states that at equilibrium, the reaction rates of all forward and reverse processes
are equal. Here, we employ this principle to explicitly establish rate coefficients for both de-excitation
and three-body recombination. Consider the electron impact atomic excitation and de-excitation reac-
tions given by

I(i)+ e−←→ I( j)+ e−, (65)

where j and i label upper and lower excited states. At equilibrium, the forward and reverse rates are
equal such that

neniKexc,ij = nenjKdeexc,ji, (66)
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with Kdeexc,ji the de-excitation rate coefficient. If atomic iodine is in LTE, then the relative density of
excited states can be determined from Boltzmann statistics

ni
nj

=
gi
gj
exp

(
εexc,j− εexc,i

kBT

)
, (67)

where gj and gi are the degeneracies of the upper and lower excited states, εexc,j and εexc,i are the excit-
ation threshold energies, and T is the temperature (see below). Combining equations (66) and (67) we
obtain an expression for the reverse rate coefficient

Kdeexc,ji

Kexc,ij
=

gi
gj
exp

(
εexc,j− εexc,i

kBT

)
. (68)

There is some ambiguity as to what temperature to use when applied to non-equilibrium systems,
but as the excitation/de-excitation is due to collisions with electrons, typically T= Te. Consider now the
electron impact ionization and three-body recombination reactions given by

I(i)+ e−←→ I+ + 2e−, (69)

where I+ is in the ground state. At LTE, the forward and reverse rates must again be equal such that

neniKiz = n2enI+Krec, (70)

with Krec the recombination rate coefficient and nI+ the positive ion density. Ignoring any molecular
iodine species, we can use the Saha equation to express the densities as

nenI+

ni
=

2gI+

gi
exp

(
εexc,i− εiz,I+

kBT

)
. (71)

Combining equations (70) and (71) we then find

Krec

Kiz
=

gi
2gI+

exp

(
εiz,I+ − εexc,i

kBT

)
. (72)

As before, we typically set T= Te.
For some models, cross-sections for the reverse reaction are needed instead of the rate coefficient.

Considering reaction (65) as an example, the principle of detailed balance in this case gives [124]

σdeexc,ji (ε)

σexc,ij

(
ε+∆εij

) =
gi
gj

(
ε+∆εij

ε

)
, (73)

where ε is the electron energy, σexc(ε+∆εij) is the energy-dependent excitation cross-section, σdeexc(ε) is
the energy-dependent de-excitation cross-section, and ∆εij = εexc,j− εexc,i.
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